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Abstract: - In this paper, we introduce a new panoramic movie system that can capture and play 360◦

viewing angle. The system captures surround movie by using four wide-angle video cameras, and then

the video streams are encoded as a single stream of common video format. At the viewing side, geometric

correction and image mosaicking are performed in real-time by using 3D graphics accelerators hardware.

By mapping the mosaic on the inside wall of a cube in 3D space, the viewing system renders partial view

of arbitrary direction as a virtual environment. This approach is suitable for real-time transmission of

panoramic movie because this system uses standard video format in transmission layer. We developed

a prototype system based on Windows and DirectX8 environments. We confirmed full-rate interactive

panoramic movie playback on commodity Pentium4 based PCs.
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1 Introduction
Gains in computing power and network bandwidth have in-
creased the popularity of technologies to record and trans-
mit virtual presence. One aspect of virtual presence that
is drawing much attention is panoramic movie. One suc-
cessful system, still in its early stages, is Apple Computer’s
QuickTimeVR(QTVR)[1]. In QTVR, pictures are taken by
a turntable-mounted camera before being mosaicked into
one large image using a cylindrical coordinate system. This
is performed as a content authoring process, and a viewer
program cuts a portion from the panorama image depend-
ing one the viewing direction and corrects distortion caused
by cylindrical encoding. QTVR’s owes its commercial suc-
cess to several strengths. First, it does not require special
equipment for panorama scene capturing. It assumes that
the pictures are taken by an ordinary camera, and that its
deliverable content can be composed by personal computer.
The second strength is the QTVR player’s ability to run on
less powerful PCs because it does only simple 2D image
processing.

Following QTVR’s success, more sophiscated panorama
picture formats[2, 3, 5] have been proposed. Some of these
afford more freedom in changing the viewing parameters,
others provide improved accuracy of mosaicking; however,
the impact from such sophiscated systems has not been as
strong as that of QTVR despite those systems’ existence for
many years.

It is natural to imagine a movie version of a panorama pic-
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Fig.1 Frame efficiencies of fisheye lens(left) and

wide-angle lens(right).

ture system[4, 6, 10]. Up to now, several panoramic movie
systems have been reported, some of which are commer-
cially available. The BE HERE[10] system captures a 360◦

image using a spherical mirror attached to commercially avail-
able digital cameras. The system can capture a panoramic
movie without the mosaicking process. Employing a spher-
ical mirror or a fisheye lens is a straightforward technique
for capturing panorama movies; however, this results in poor
image quality. One reasons is inefficient use of video frame
because these techniques map the subject area onto a small
circle (most of video frame formats are rectangular); another
is poor resolution from chambering the panoramic scene into



Fig.2 The PanoVi camera system.

a frame(Figure 1).
Multi-camera capturing is an alternative approach that im-

proves the image quality of panorama movies (Figure.2).
However, such an approach requires a specially designed
optical configuration to reduce the parallax effect caused
by misalignment of the camera focal points. Furthermore,
greater bandwidth is required to record and transmit this
multi-channel video signal. Consequently, the total cost of
such systems ises and the range of applications is restricted.

There are several commercial products that use this ap-
proach. The FlyCam[11] system uses up to four cameras
to take a full view. The system focuses on streaming trans-
mission via Internet, after which aberration correction and
image mosaicking are performed by the transmission server.
To save bandwidth, the four vido channels are multiplexed
into one stream, which is transmitted to the server in NTSC
format. Even though the resolution is intentionally dropped
for Internet streaming, the average resolution is higher than
the solutions using mirror and lens because four cameras
capture full view images. The capturing unit is small, com-
pact and capable of stand-up installation; however, the Fly-
Cam system is not applicable for live outdoor use because
mosaicking is performed on the transmission server side.

This paper proposes PanoVi, a panorama movie system
featuring both high image quality and simple capture ar-
chitecture [7, 8, 9]. PanoVi uses four miniature wide-angle
video cameras to cover a 360◦ viewing angle as is also the
case for the FlyCam system; however, mosaicking process is
performed by the viewing software on the client-side. Also,
PanoVi uses standard video formats such as NTSC or MPEG,
so it may be applicable to existing transmission layer proto-
cols. That gives capability for real-time network applica-
tions, as well as scalable extensibility. The main target of
the PanoVi system is the mobile application. The capturing
subsystem can very easily be made mobile by mounting it
on a car or setting it on the ground. The system would be
particularly suited to virtual touring and observation.

2 Architecture
Figure 3 overviews the PanoVi system, which consists of
a subsystem for capturing, one for transmiting and another
for viewing. The capturing subsystem takes a full view us-
ing four small general-purpose CCD cameras, and sends
the video streams to a transmission line in quad movie for-
mat. The viewing system is designed to run on commer-
cially available PC. The subsystem can play a movie in real
time at full rate with image mosaicking. As each component
is designed to minimize dependense on special hardware,
the capturing and transmission methods can be arbitrary de-
signed to fit the purpose. The following sections discuss the
capturing and viewing subsystems.

2.1 The Capturing Subsystem
A full-view movie is captured by four tiny CCD cameras
positioned on each edge of a square pillar(Figure 2). Each
camera has more than 100◦ of viewing angle so as to overlap
the next camera’s viewing area. Too little overlap will cause
difficulty to mosaicking the images. The camera viewing
angle used for the prototype system is 114◦. All the cap-
tured video streams are packed into one movie stream using
a quad unit. The resolution of each stream is degraded to the
half of original; however, this degradation can be improved
by using higher-resolution video format such as HDTV. The
PanoVi architecture favors standard formats for their long-
term extensibility, rather than opting for the current supecial
devices that afford high resolution or high performance.

The multiplexed video stream can be sent to the client
subsystem via transmission line, and the format may be al-
tered as required. Of course, if we choose a standard format
such as NTSC, we can also use existing video device imme-
diately. The prototype system uses NTSC, DV(also called
IEEE1394, FireWire), MPEG1, MPEG2, MPEG4 in trans-
mission or packet medium. These are all common formats
for broadcasting and the Internet, so PanoVi is easily appli-
cable to these contents delivery systems.

2.2 The Viewing Subsystem
At the viewing system end, the panorama content delivered
through a digital network or packet medium may be de-
coded and mosaicked to obtain panoramic image. The de-
coded movie frame is sent to the texture memory storage
on 3D graphics acceleration hardware. This movie texture
is mapped onto the inside of a cube. The mapping corre-
spondence between stream and wall is one-to-one, and tex-
ture coordinates are calculated as a combination of the result
of image mosaicking and lens distortion. As there are four
video streams per texture image, the four walls receive their
textures as part of the quadruple texture image without need-
ing to be unfolded.

Many studies have concidered panoramaic image-making
using cylindrical or other mapping[1, 2]. The least-squares
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Fig.3 Overview of PanoVi.

method and optical-flow estimation are often used in im-
age mosaicking, but these are likely to be time-consuming.
These studies focus on making a high-resolution image by
mosaicking several still pictures taken by a handheld cam-
era; in contrast, we focused on real-time capturing and view-
ing, or panoramic images taken by fixed cameras. Previous
methods cannot be applied unmodified to movie panorama
mosaicking playing on 30fps.

The main problem in real-time mosaicking is the pro-
cessing time of dynamic mosaicking in each frame. How-
ever, if these parameters can be assumed to be constant over
short periods of time, then the processing can be assumed to
be simplified. The PanoVi system uses this assumption to
achieve a full-rate panoramic movie.

Our method is based on Szeliski’s[2]. For a camera cen-
tered at the origin, the relationship between a 3D point p =
(X, Y, Z) and its image coordinates x = (x, y, 1) can be
described by

x ∼ VRp, (1)

where

V =


f 0 0

0 f 0
0 0 1


 , and R =

[
rij

]
, (2)

are focal length scaling, and 3D rotation matrices. For sim-
plicity, we assume the focal length l is known and is the
same for all images, i.e, Vk = V.

The mapping between two images k and l is given by

M ∼ VRkR−1
l V−1. (3)

To correct the mapping, we perform an incremental update
to Rk based on the angular velocity until the error between
two images is minimized. The error is estimated by calcu-
lating cross-correlation in corresponding area between two
images,

E(M) =
∑

i

(I ′k(xi) − Ī ′k)(I ′l (xi) − Ī ′l)
σkσl

(4)

where I ′ is the corresponding area between two images af-
ter projection onto common coordinate, Ī ′ is the intensity
average of I ′ and σ is the standard deviation of I ′.

The texture coordinates are calculated by the combina-
tion of the translation matrices M and the lens distortion
formula, {

x′
i = xi + γx(xi − xic)r2

i

y′
i = yi + γy(yi − yic)r2

i

, (5)

where (xi, yi) and (x′
i, y

′
i) are the coordinates before and af-

ter correction, (xic, yic) is the image center, ri is the distance
from the image center to (xi, yi), and γ is the correction in-
tensity. After calculating the texture coordinates, these are
set on the decoded frame(Figure.4).

The calculated parameters are used to be initializing pa-
rameters of next frame. The parameters of the very first
frame is manually preset based on the assumption that the
each cameras are positioned on a different side of a square
and has a viewing angle width of about 100◦. The mosaick-
ing process runs in parallel with frame decoding and render-
ing by threading technique, so as to avoid dropping frames
while mosaicking is begin completed. It is also possible that
the mosaicking parameters might not be updated if the mo-
saicking process could not completed in time, but this may
not be a significant problem because sequencial frames are
so close.

3 Implementation

We implemented prototypes of both the capturing and the
viewing subsystems of PanoVi. The capturing subsystem
uses four miniature, wide-angle cameras each mounted on a
different side of a square measuring 2.5c per side. The view-
ing system is designed to run on standard PC with Pentiu-
mIII or faster CPU and mid-range 3D graphics accelerator.
We developed the system for Microsoft Windows 2000 or
98 operating systems. The frame rate depends on the format



I

I

I I

Fig.4 Movie texture with texture coordinates.

DirectShow8

Frame

Frame

StitcherDirect3D8

Texture Memory

Display

Warping Info.

Decoder

Capture UnitStorage 
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used for transmission. The frame rate may decrease if high-
resolution formats or exotic compression formats are used,
because such formats draw heavily on CPU resources. We
tested the three implementation cases described below.

Case 1: For live telecast of panoramic movies to PC clients,
the system uses DV, a video encoding format that is readily
available. The DV format has 720×480 resolution and plays
at 29.97 fps. It is decoded sufficiently fast using PC hard-
ware, but the image size may be so great to occupy much of
the memory transfer bandwidth. In this case, a high perfor-
mance CPU and wide bandwidth memory architecture such
as Pentium4 with RDRAM system faciliate full-speed oper-
ation.

Case 2: For playback from a packet medium, the system
uses compressed movie formats such as MPEG. MPEG4 is
used to achieve higher compression; however, it requires
very complex processing to decode. Because in MPEG for-
mats the frame size can be selected, we can reduce frame
size to 320 × 240 pixels, to obtain a frame rate high enough
to achieve quality that is expected to be equivalent to NTSC.
In this configuration, the viewer will work in satisfactory
performance on a PC equiapped with processors of the Pen-

tiumIII, 1.0GHz class.
Decoding and rendering of the viewing software is done

using Microsoft DirectX8 API(Figure 5). The system de-
codes video streams using DirectShow8 API, and copies the
decoded frame image to texture memory on the graphics ac-
celerator chip. Then, the system renders the virtual environ-
ment of a cube model with movie texture using Direct3D8
API. Since PanoVi decodes video stream using CODECs
supported by Windows, we can utilize a new CODEC im-
mediately once Windows supports it.

Figure 6 shows snapshots of the overall the PanoVi pro-
totype system and a camera variation. Figure 7 shows snap-
shots of the viewer windows playing a movie. A user can
change the viewing angle arbitrarily by mouse operation and
can zoom in and out by keyboard operation.

4 Conclusions
This paper introduced the PanoVi, a new panoramic movie
system that can capture and play a 360◦ view in real time.
Because PanoVi uses standard video format in the transmis-
sion layer, it is easily applied to existing techniques, such
as network, digital/analog broadcast and compressed movie
package. The capturing and the viewing subsystems are con-
structed using only standard hardware, so PanoVi can be ex-
tended as hardware evolves.

5 Future Works
When playing a movie that has large depth of field, the mo-
saicking may become inaccurate. To remedy this problem,
we can adjust the parameters of the mosaicking process adap-
tively, because it becomes possible to estimate depth of sub-
ject by estimating optical-flow between two sequential frames.
PanoVi uses very-wide-angle lens that causes heavy geomet-
ric and optical distortions, whose compensation is a serious
problem to be solved. Although the main applications of
panorama movies are entertainment, the technology has the
potential for more practical applications.
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