Maximizing Service-Level-Agreement Revenues in
Clustered-based Web Server Systems

Jian Zhang, Timo Emalainen, Jyrki Joutsensalo
Dept. of Mathematical Information Technology
University of Jyvaskyk, FIN-40014 Jyaskyh, Finland

Abstract— Cluster-based Web server systems have become aWeb servers [9], which makes cluster-based Web server sys-
major means to hosting e-commerce sites. In this paper, we tems become a major means to hosting e-commerce sites. A
link the issue of resource partitioning scheme with the pricing state-of-the-art cluster-based Web server system coofiat

strategy in a Service-Level-Agreement (SLA) and analyze the L
problem of maximizing the revenues attained in the hosting of a e- number of back-end server nodes and a specialized front-end

commerce site with a SLA contract by optimally partitioning the ~ node, which acts as the single input point of customer regues
server resources among all supported service classes. The opdim and is responsible for distributing the inbound requestsragn

resource partitioning scheme is derived under the linear pricing the back-end nodes. The customer requests of an e-business
strategy by the Lagrangian optimization approach, which has oy gifferent service classes share the server resourfcas o

the closed-form solution. The simulation results demonstrate the luster-based Web t hich hosts th
ability of revenue maximization of the derived optimal resource cluster-base €h server systém which hosts the e-commerce

partitioning scheme in cluster-based Web server systems. Web site. In this paper, we analyze the problem of maximizing
. the revenues attained in the hosting of an e-commerce site
Keywords: Cluster-based Web server systems, Q0S, Linegf, 5 s| A contract by optimally partitioning the server
pricing strategy, Optimal resource partitioning schemey-R o5, rces among all supported service classes in the SLA.
enue maximization. A number of papers [6], [3], [12], [10], [11] have focused
on enabling differentiated services in such cluster-baset
l. INTRODUCTION server systems, but none of them addressed the topic of
The Web is changing from a sole communication anmhaximizing SLA revenues. The issue of maximizing SLA
browsing infrastructure to an important medium for condhget revenues in the cluster platform of Web server farms was
personal business and e-commerce, which makes the Qualtgently studied by Liuet al in [7]. A Web server farm is
of Service (Qo0S) an increasingly critical issue. A fundatakn typically deployed to host several Web sites simultangoosl|
characteristic of e-commerce environments is the diveeste the same platform. Moreover, they assumed that each batk-en
of services provided to support the requirements of variogsrver node in a Web server farm can serve multiple service
businesses and customers, which result in the definition @ésses; then they tried to optimally allocate the reso(eag,
different service classes. In a typical e-commerce enwilemt, processing capacity) of each server node among its supporte
an e-business operator contracts with a Web service pnovidervice classes to maximize the resulted SLA revenues and
to provide applications and services to its business cumtam the closed-form solution to the optimal resource allocatio
which can be consumers (B2C) or other businesses (B2B);scheme (i.e., the optimal weights) in each back-end node was
other words, a Web service provider hosts an e-commerce Wedi derived in [7]. Whereas, in this paper, we focus on the
site via a contract with the e-commerce operator. In many @uster platform which hosts a single e-commerce site in a
commerce contracts, the Web service provider agrees to offtuster-based Web server system. The problem of maximizing
a certain level of QoS to each class of service in hosting the®LA revenues in such a Web cluster system is solved by
commerce site, and in return the e-business operator afgreesptimally partitioning all the back-end server resource®ag
pay the service provider based on the QoS levels receivedthg supported service classes and the closed-form solution
its customers. These contracts are based on a Service-Let@lthe optimal resource partitioning scheme for maximizing
Agreement (SLA) between the e-business operator and WA revenues is derived from the revenue target function by
Web service provider that defines the QoS parameters for edetgrangian optimization approach.
class of service, the anticipated workload intensity ofglass  The rest of the paper is organized as follows. Section 2 first
requests from the customers of the e-business and the gprigimesents our target Web cluster architecture and its goguei
strategy by which the SLA payment will be determined.  model. Then the linear pricing strategy used in this paper is
The exponential growth in Internet usage, much of whichlso generally defined there. The closed-form solution & th
is fueled by the growth and requirements of various aspedtimal resource partitioning scheme is derived in Sec8ipn
of e-commerce, has created the demand for more and fastéich can achieve the maximization of SLA revenues in a
Web servers capable of serving over 100 million Internetuster-based Web server system built upon the targeteclust
users. During recent years, server clustering has emergad architecture. Section 4 contains simulation part dematisgy
promising technique to build faster, scalable and costetiffe the revenue-maximizing ability of the derived optimal ness



Back-end
server nodes

so that each class of requests will be served only by its own
assigned server subset. Specifically, the server subsgheds

to clasd is denoted bys; and the number of server nodesin

is denoted by;, thenS;NS; = @, fori # j andi, j € [1,m],

— (=)
Re‘f,'feé’ o —IIT] @ and>""  n; = N. Thus, the problem of deriving the optimal
()

front-end resource partitioning scheme is actually to find the optimal
value ofn;, i € [1,m]. Note thatn; does not have to be an
integer, which means that a back-end server node may actuall
be assigned to multiple service classes with each classgaki
a portion of it. In this case, we have that back-end node serve
those service classes by WFQ algorithm and the WFQ weights
equal their shares of that node, respectively.

Based on the analysis in [11], the service time of a class
partitioning scheme. Finally, we present concluding remar! edquest at a back-end node is proportional to the size of its
in Session 5. requested Web object, i.eX; = L,;/C, whereL, denotes the
size (Bytes) of the Web object requested by clasgstomers
and C (Bytes/s) is the processing capacity of the back-end
node. Thus,L; _.BHL} L? = E[L;’) and X; = E[X,] =

L;/C, X;* = E[X;?] = L;?/C?. In our scheme, the layer-

7 Web switch distributes the inbound requests from class

Our target Web cluster architecture consists of a front-enghiformly among the back-end server nodes in server subset
component called Web switch and a number of homogeneagsisto make the server loads balanced. That is to say that, if
back-end server nodes connected by a high-speed LAN. Tthe overall arrival rate of clasisrequests to the e-commerce
Web switch acts as the network representative for an site is \; requests/s and a back-end server nodeSinis
commerce Web site built upon the target cluster architectuused exclusively by class requests, the mean arrival rate
making the distributed nature of the site architecture coraf classi requests to that back-end node can be estimated
pletely transparent to the users. In such a way, the audhivet as lambda,;/n;. Furthermore, in this paper, the processing
DNS server for the e-commerce site translates the site naggay at the layer-7 switch is neglected due to the fact that i
into the IP address of its Web switch, which receives all Web environment the client-to-server packets are tylgical
inbound requests destined for the site and then distribiéi@t much less than the server-to-client packets and the chosen
across the back-end nodes. Moreover, to enable QoS suppo@bs metric in the SLA is thenean request delain the e-
the e-commerce site, the Web switch must be able to examigmmerce Web site. Hence, according to the queuing theory
the content of a HTTP request and identify its requestedl M/G/1, the analytic mean delay of claseequestsi; in the

service class, i.e., it is the so-called layer-7 Web swi®h [ e-commerce site can be denoted as follows.
The above Web cluster architecture can be further classified

on the basis of whether the data from the back-end server d
nodes to clients (outgoing data) go through the Web switch.

In our target cluster architecture, the TCP handoff medmani 12 W
[8] is deployed to enable the back-end nodes respond to the R e 1)
clients directly without passing through the front-end e®d ¢ 200 = N)L;

as an intermediary. Thus our target cluster architectunebea The natural constraint of Eq. (1) is;C > \;L; due to the
abstracted as a queuing system shown in Fig. 1. fact that delay can not be negative.

Several mechanisms [6], [3], [12], [10], [11] have been
proposed to enable differentiated services in such a ng
cluster system, most of which dynamically partition theveer
resources among the supported service classes to implemerts We know, linear and flat linear strategies are among the
the differentiated QoS levels. In this paper, we link theigsef Most used and practical one in real situation. In this paper,
par[itioning server resources among the Supported clagdes our StUdy concentrates on maximizing SLA revenues in the
the pricing strategy in a SLA to derive the optimal resourc@dove e-commerce site under the linear pricing strategy and
partitioning scheme for maximizing the SLA revenues ifhe€ analysis under the flat pricing strategy is postponedsto i
hosting an e-commerce site. sequel. Asmean request delaig chosen as the QoS metric in

Suppose that an e-commerce Web site built upon our targé® SLA, the linear pricing strategy for class characterized
cluster architecture consists of a layer-7 Web switch Aind Py the following definition of the linear pricing functian(d; ).
homogeneous back-end server nodes, each of which has @géinition 1: The function
processing _capacit@_ bits/s; there are totallyn ser\_/i_ce _classes ri(dy) = by — kads, i = 1,2, by > 0,k >0 (2)
supported in the site. Then the idea of partitioning server
resources among the supported service classes is to gartits called thdinear pricing functionof classi, whereb; andk;
the N back-end server nodes into disjoint server subsets are positive constants argl > b; andk; > k; hold to ensure

Fig. 1. Queuing model of the target Web cluster architecture.
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differentiated pricing if class has a higher priority than classfollowing Lagrangian equation.

j (in this paper, we assume that class 1 is the highest prior}gy

and clasan is the lowest one). " i N .
From Eqg. (2), it is observed that for any service class, the _ ] it _ ,

received SLA revenue by a service provider will decrease ;[bz kl(C + 2C (n,C — AiLi))] Fov ;nz)

linearly along with the increase of offered mean requesiydel (8)

and if the offered mean request delay exceeds the minimum ) o ) _

delay requirement of that class, the service provider wi€t the partial derivative d? in Eq. (8) to zero, i.e.,

obtain a negative revenue, i.e., the service provider véill p oP ki/\jL;Q

the penalties to the e-business operator for failing to meet o m —o=0 9)

that minimum requirement. Furthermore, the constant shift ¢ ‘ B

determines the maximum price paid for the QoS level receivéigfollows that

- P(n17n27“'7nm)

by classi requests and the growing rate of penalty depends - ki/\iLizf (10)
on the slopék;. 2(n;C — A\ L;)?
leading to the solution
I11. OPTIMAL RESOURCEPARTITIONING SCHEME 1 kL2 _
Consider an e-commerce Web site built upon the target g

cluster architecture wittN back-end server nodes armd Substituting Eq. (11) to Eqg. (5), we get
service classes supported. The processing capacity of each . -
back-end node i€ bytes/s. The arrival rate of classequests 1 Z( kiXiLi ) = N
is denoted by\; requests/si € [1,m]. As the QoS metric C = 20 e
considered in the SLA is thenean request delaythe mean . T
delay of class requestsd; in the e-commerce site will be Vo= > i 2 (12)

measured periodically and the SLA revenue due to serving CON =Y AL
classi requests can be determined also periodically based . . L
on classi pricing function and the above QoS measureme .nd whenﬁ n Ea. (12) IS SUbS.t'tUted to Eq. (11), the closed-
Specifically, we use Eqg. (1) to estimate the real mean del én solutlonflr;] Ea. (7) IS Olgamidi in Eq. (6). obvious|
of classi packetd; during one measurement period. Thus, ecause of the constraintC’ > A;L; in Eq. (6), obviously,
based on the linear pricing function defined in Eq. (2), the m m _
SLA revenueF obtained in hosting of the e-commerce site Z”J’C =NC> Z)‘jLﬂ' (13)
during one measurement period is defined as follows. g=1 g=1
~ Hence, the closed-form solution in Eq. () > 0. Moreover,

UL i L; N L2 asd)." n; = N andn; > 0, we can conclude that the closed-
F= Z”(di) - Z[bi - ki(E + 2C(n;C — )\il_/i))] ®) form solution0 < n; < N.
To prove that the closed-form solution in Eq. (7) is the
As a result of the above definition, the issue of maximizingPtimal one, we consider the second order derivative.of

=1 i=1

SLA revenue in hosting of an e-commerce Web site can be 2P EL2C
formulated as follows: =2 — <0 (14)
" L; M\ Li? due to the constraint in (6). Therefore, the reveRtus strictly
max F= Z[b" B k"(E T 20 (n;C' — /\Z.];Z.))] ) convex in the interval < n; < N, having one and only one
ot maximum. This completes the pro@.E.D.
s.t. Z n; =N, 0<n; <N (5) Furthermore, when the optimal resource partitioning sehem
= is deployed, the analytic maximum revenue obtained in hgsti
n;C > \L; (6) the e-commerce site can be acquired by substituting the

optimal solutionn; in Eq.(7) into Eq. (3).
Theorem 1. Under the linear pricing strategy, the maximum
SLA revenue F in hosting an e-commerce site built upon the IV. SIMULATIONS
target cluster architecture is achieved by using the optima In this section we present the simulation results which
server resource partitioning scheme: demonstrate the effectiveness of the derived optimal resou
partitioning scheme for maximizing the SLA revenues under
(CN =Y ML) sz AL linear pricing strategy. A number of simulations have been
o i €[1,m] (7) conducted under different parameter settings. In each vase
first numerically determine the optimal resource partitign
scheme using Theorem 1, and then we investigate through
Proof: Based on Egs. (4) and (5), we can construct tt@mulations the benefits of the optimal scheme by comparing

= ki L;2
m NIy
CZJ':1 2



Using the optimal resource partitioning scheme:
T T

the SLA revenues obtained under the optimal scheme with e tiyie moan eques dolay of G s
those obtained under a natural scheme of proportional resou 00| e o sy o o s
partitioning as well as the analytic maximum revenues. A 00| 5 imelaton-Sonerte s reasem et o tongs s
representative set of these simulations are presentedhhere

Throughout this section, we shall focus on an e-commerce
Web site consisting of a layer-7 Web switch and 16 back-end
server nodesN=16), where the processing capacity of each
back-end node€ equals 5.95MB/s and the number of service
classes supported in the site= 3 (hamely, Gold, Silver and
Bronze classes).

For actual Web workloads, it is recognized that Web object - .
sizes are distributed with a heavy tail. Here the BoundedtBar MR Ml Tt
distribution BP(p, ¢, «)) [5] is used to model the heavy-tailed
characteristic of Web objects. Specifically, the mean size 1G9. 2. For the first set of simulations: the mean request déipyse optimal
Web objects is set to 21KB as measured in [2] grdKB and Scheme under different load factor
0g=10MB are chosen as the reasonable minimum and maximum
Web object size, respectively. The resulting0.8037 is within ” T
the range ofa values measured in [1] and [4]. The arrival
process of client requests destined for the e-commerce site
was modelled by Poisson distribution. Additionally, we ffirs
set the base arrival rates for each service class and then a
multiplicative load factor p > 0 is used to scale these base
arrival rates to consider different workload intensitié®.,

Ajp will be used in the simulations as classurival rate.
The base arrival rate for Gold, Silver and Bronze classes is
100 requests/s, 150 requests/s and 250 requests/s, reslpect
throughout the following simulations. As mentioned abave,
deploy a scheme that partitions the server resources among
the supported service classes in proportional to theirindo ) _ ,
workioad (L) (bytes) for comparison with our derived0. % _For e frt st of Smuatons 1 mean recuest dtyshe
optimal resource partitioning scheme, which was also uged b
Liu et al in [7]. Specifically, theproportional scheme results
in the number of server nodes assigned to claas below:
n; = il ¢ [1,m]. Note that this proportional
Zj:l(/\ij)
scheme is a natural way to allocate server resources in a Web
cluster system.

Mean request delay in the e-commerce Web site
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A. The first set of simulations

In the first set of simulations, the set of linear pricing
functions deployed is as follows: for the Gold class(d;) =
200 — 5000d;, for the Silver classys(dz) = 120 — 2000d>
and for the Bronze class;(ds) = 40 — 500d3 (note that the g w o G B e
time unit is second here). We first investigate the relatigns

between the mean request delay generated by SImU|atE|)n. 4. For the first set of simulations: SLA revenue comparisoder
and the analytic mean request delay by Eq. (1) (the closqggyent load factorp.
form solution in Eq. (7) is substituted into Eqg. (1)) under
different workload intensities. Then the simulation-geted
SLA revenue by the optimal resource partitioning scheme generated mean request delay is always pretty close to its
evaluated by comparing it with the one by the proportionanalytic mean request delay under all the offered load facto
scheme as well as the analytic maximum SLA revenue undehich demonstrates the correctness of the above assumption
multiple workload levels. that the real mean request delay of class € [1,m], can

Fig. 2 shows the simulation-generated mean request delags estimated by Eq. (1). Additionally, the optimal resource
by the optimal scheme and the analytic mean request delggstitioning scheme enables the differentiated servinethe
under different load factors. Fig. 3 presents the simuatioe-commerce Web site as shown in Fig. 2, whereas the propor-
generated request delays by the proportional resource parbnal scheme does not.
tioning scheme under the same workload intensities. It @n b Fig. 4 shows the simulation-generated SLA revenues by
seen from Fig. 2 that for each service class, its simulatiotihe optimal scheme, the simulation-generated revenues by
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T
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Fig. 5. For the second set of simulations: the mean requesydblathe Fig. 6. For the second set of simulations: the mean requesysibla the
optimal scheme under different load factar proportional scheme under different load factor
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—&— Simulation-generated SLA revenue by the scheme

the proportional scheme and the analytic maximum revenues,
respectively, under the same load factors. It is clear that t
optimal resource partitioning scheme achieves the maximum
revenue under different workload intensities. More impor-
tantly, the value of the simulation-generated revenue ly th
optimal scheme is very close to the one of the analytic
maximum revenue, which demonstrates the effectiveneseof t
derived optimal resource partitioning scheme for maxingzi
SLA revenues.

-100

-150

SLA revenue obtained in the hosting of the e~commerce Web site

B. The second set of simulations : 11 = T

In this part, the above simulations were made again under
different linear pricing functions to investigate the merhance Fig. 7. For the second set of simulations: SLA revenue comparisider
robustness of the optimal resource partitioning scheme fdferent load factorp.
maximizing SLA revenues. The set of linear pricing functon

deployed in the second set of simulations is as below: for ) .
the Gold class;1(d;) = 200 — 10000d;, for the Silver of the back-end server nodes assigned to each service class.

class, ra(d>) = 150 — 5000d, and for the Bronze cIass,The simulation results demonstrate that the derived optima

r3(d) = 80 — 2000ds. Figs. 5-7 present the simulationf€source partitioning scheme can succeed in implementing

results, where it is clear that the simuIation-gener:’;\teehrmethe maximization of SLA revenues under different system

request delay by the optimal scheme is very close to tR@rameter settings when a Web service provider hosts an e-

analytic mean request delay and the simulation-generdtad scommerce Web site by cluster-based Web server systems.
revenue by the optimal scheme, which is larger than the'n the future work, the issue of revenue maximization under

one by the proportional scheme, is always pretty close gt Pricing strategy will be investigated.

the analytic maximum SLA revenue although different set of
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