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Abstract: The normal spline method is developed for reconstruction of multi-dimensional dependencies in case
when information of the function’s values and its derivatives is known in nodes of chaotic net inRn. The function
is considered as an element of the Hilbert-Sobolev-Slobodetsky space with fractional differentiation order, and
its approximation is an element of minimal norm from the set of interpolation system’s solutions. Results of
construction a utility function which is rationalized a trade statistics are given.
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1 Introduction

The normal spline-collocation (NS) method for linear
ordinary differential and integral equations was pro-
posed in [1]. It is effective for singular problems of
the given classes [2].

The theoretical basis of the NS method is the clas-
sical functional analysis results: the theorem of em-
bedding Sobolev’s spaces in the Chebyshev ones [3],
and F.Riesz’s theorem of canonical representation of
linear continuous functionals in Hilbert’s spaces as in-
ner products [4]. The last problem is the key one for
effective NS algorithms construction.

The NS method consists of some Hilbert-Sobolev
norm minimization on the set of a collocation sys-
tem’s solutions. In contrast to the classical colloca-
tion methods the basis system here isn’t given a pri-
ory, but it is constructed according to the chosen norm
and to the coefficients of the solving problem. The
base functions are canonical images of point wise lin-
ear continuous functionals in the chosen space (pre-
sented as inner product). To realize this it is neces-
sary to construct the correspondingreproducing ker-
nel (RK) defined by the norm [5]. In the case of men-
tioned above problems of functions of one variable it
was sufficient to use classical Sobolev’s spaces with
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integer differentiation order.
In [6] the NS method was developed for two-

dimensional problem of computerized tomography.
Multivariate generalization of the NS was possi-
ble due to usage of the Hilbert-Sobolev-Slobodetsky
(HSS) spaces [7]

Hd
ε (Rn) ={

ϕ ∈ S′ : (ε+ |ξ|d/2)F [ϕ] ∈ L2(Rn)
}
, (1)

wereS′ - space of the generalized functions of slow
growth,F [ϕ] - the Fourier transformation ofϕ, ξ ∈
Rn, parameterε > 0, and fractional differentiation
orderd > 0. In the traditional theoryε = 1, how-
ever, approximation properties of normal splines are
improved at smallε > 0.

Theoretical properties of spacesHd
ε at ε > 0 are

identical. They are Hilbert ones with norm

‖ϕ‖ =
∫

Rn

(
ε+ |ξ|2

)d
F 2 [ϕ] dξ. (2)

The corresponding inner product is

〈ϕ,ψ〉 =
∫

Rn

(
ε+ |ξ|2

)d
F [ϕ]F [ψ] dξ, (3)

whereϕ,ψ ∈ Hd
ε and line aboveF [ψ] means the

complex conjunction.
The problem of the getting RK for such kind of

spaces has a solution in elementary functions when
parameterd is a half-integer value. By this the value
d = (n + 3)/2 ensures the continuity of functions
of the corresponding HSS (such RK is constructed in
[6]) and underd = (n+ 5)/2 such functions are con-
tinuously differentiable.

This article is devoted to the problem of multi-
dimensional dependencies interpolation on informa-
tion of the desired function’s values and its gradients
in chaotic nodes of some net in the region of the func-
tion’s factors space. The reproducing kernel for the
HSS (1) withd = (n+5)/2, the general algorithm of
function interpolation and its application to the prob-
lem of the utility function that rationalizes some trade
statistics [8] are presented.

2 Problem statement and the repro-
ducing kernel

In points{xt : t = 0, T} of some domainG ⊂ Rn

valuesut of a functionu(x) ∈ C2(G) and its gradient
qt ∈ Rn are given. Consider the problem of Hermit’s
interpolation of this function:

u
(
xt

)
= ut,

∂u(xt)
∂x

= qt, t = 0, T . (4)

This problem also covers the simple interpolation
when only the firstT + 1 equalities are used.

The problem of interpolation is resolved non
uniquely, so we precise it on the base of following
properties of HSS spaces. It is known [7] that spaces
(1) continuously embedded in the Chebyshev ones
C l(Rn) underd > n/2 + l. In this case values of
functionu(x), and also their partial derivatives at the
fixed pointsx = xt are linear continuous functionals
in Hd

ε .
In accordance to the mentioned above Riesz theo-

rem from the theory of Hilbert spaces each of these
functionals can be represented as innert product of
some element fromHd

ε andu(x). Thus interpolation
system (4) is a system of linear equations inHd

ε . This
system is undetermined, but the set of its solutions is
convex and closed (as intersection of a finite number
of hyperplanes). So, we state the problem to find the
solution of system (4) that has a minimal norm (2).
It is well known, such solution exists and unique [4].
We named it asthe interpolating normal spline, and
denote asuT (x).

Consider the problem of canonical representation
of linear continuous functionals of the system (4).
Such representation should be fulfilled with the help
of RK for Hd

ε . On assumption [5], the RK of a
Hilbert space with inner product〈·, ·〉 is such a func-
tion V (ξ, x) which possess the following properties:

1) for anyx ∈ Rn the functionV (·, x) ∈ Hd
ε ,

2) for anyϕ ∈ Hd
ε andx ∈ Rn the identity

ϕ(x) = 〈V (·, x), ϕ〉 (5)

holds.

The last identity means that the function
V (·, x) ∈ Hd

ε is the canonical presentation (image)
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of the pointwise functional defined as the value of a
functionϕ(·) in a given pointx.

In the case of continuous differentiability of the
function V (·, x) we can to differentiate the identity
(5) and arrive by this to the identity

∂ϕ(x)
∂xi

=
〈
∂V (·, x)
∂xi

, ϕ

〉
(6)

which holds for anyϕ ∈ Hd
ε andx ∈ Rn. It means,

correspondingly, that the function∂V (·, x)/∂xi

canonically presents the pointwise functional defined
as the value of a function∂ϕ(·)/∂xi in a given point
x.

Repeating the technique of [6] one can obtain the
RK for Hd

ε underd = ( n + 5 )/2:

V (ξ, x) =
(
3 + 3 · ε |ξ − x| + ε2 |ξ − x|2

)
·

exp (−ε |ξ − x|) . (7)

We denote the canonical images of the pointwise
functionals (5) forx = xt as

ht(ξ) = V
(
ξ, xt

)
=(

3 + 3 · ε
∣∣ξ − xt

∣∣ + ε2
∣∣ξ − xt

∣∣2) ·

exp
(
−ε

∣∣ξ − xt
∣∣) , (8)

and their derivatives (6) as

h′ti(ξ) =
∂V (ξ, xt)
∂xi

=

− ε2(ξi − xt
i) ·

(
1 + ε

∣∣ξ − xt
∣∣) ·

exp
(
−ε

∣∣ξ − xt
∣∣ )

. (9)

We also need in the second derivatives
∂2V (ξ, x)/∂ξi∂xj , but corresponding expressions is
omitted in view of their complexities.

3 Algorithm of solving the interpola-
tion problem

After canonical transformation system (4) accepts the
form {

〈ht, u〉 = ut, t = 0, T ;
〈h′ti, u〉 = qt

i , i = 1, n.
(10)

Here the inner product〈·, ·〉 is defined in accordance
to (3). However the described properties of the RK
allows to avoid this complicated calculation.

The normal solution of this system, i.e. the nor-
mal splineuT , should be constructed by the general-
ized Lagrange method [1], [2]. Introduce the Gram
matrix of the system (10) functions, i.e. the matrixG
with coefficients

gst = 〈hs, ht〉, gtν(s,i) = 〈ht, h
′
si〉,

gν(t,j)ν(s,i) = 〈h′tj , h′si〉.

Here and later index-functionν(s, i) = s · n+ i.
Using described properties (5) and (6) of the RK

it is easy to receive formulas for elements of matrix
G:

gst = V (xs, xt), gsν(t,j) =
∂V (xs, xt)

∂xj
,

gν(s,i)ν(t,j) =
∂2V (xs, xt)
∂ξi∂xj

. (11)

This matrix symmetric and positive definite if all
points

{
xt

}
are various. It is ensured by linear in-

dependence of functions{ht, h
′
ti} defined by (8) and

(9).
By this the realization of the NS method is re-

duced to formation of the system’s Gram matrix (11),
to solving the corresponding system of linear alge-
braic equations

T∑
s=0

[
gtsλs +

n∑
i=1

gtν(s,i)µsi

]
= ut, t = 0, T ;

t∑
s=0

[
gν(t,j)sλs +

n∑
i=1

gν(t,j)ν(s,i)µsi

]
= qt

j ,

j = 1, n.

with respect to the Lagrange multipliers{λs, µsi},
and to formation of the normal spline

uT (x) =
T∑

s=0

[λshs(x) +
n∑

i=1

µsih
′
si(x)]. (12)
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4 Numerical construction of a utility
function

The problem of construction of an ordinal utility func-
tion arises in frame of the inverse problem of the con-
sumer’s demand theory [8], [9]. It consists in the con-
struction of such functionu(x), depended on vector
x ∈ Rn

+ of quantities of bought commodities, that ra-
tionalizes an observable demand on some segment of
the consumer market. Such demand is presented as
a set of values of prices and quantities at observing
times{pt, xt : t = 0, ...T}. These expenditure data
also determine consumers’ costsbt = 〈pt, xt〉.

In works [10], [11] and others the ”non-
parametric” method for construction of a utility func-
tion has generated. Here on the first stage values
of the constructing utility function and correspond-
ing Lagrange multipliers on the observed data{ut =
u(xt), λt = λ(pt, bt)} are defined as a solution of the
Afriat system of linear inequalities. By this gradients
of u(x) atx = xt areqt = λt ·pt. At the second stage
on these outcomes the smooth utility function can be
constructed by some interpolation method. The pre-
sented above NS method allows to do it on all com-
modity spaceR+

n . Note, that in frame of standard
non-parametric method only peace-wise linear utility
function had been proposed [11].

The NS method has been tested on some test ex-
amples. The expenditure data were formed as fol-
lows. A test differentiable utility functionu(x) with
known analytically demand vector-functionx(p, b)
was given. Some price-data{pt} and consumers’
costs bt = const were defined. Corresponding
quantity-data were calculated asxt = x(pt, bt) and
gradients asqt = ∂u(xt)∂x. More details see in [9].

Table 1 presents a bank of such data calculated
for the case of two commodities and the Thornkvist
utility function [8]:

u (x1, x2) =
xα

1x
β−α
2

(x1 + β + α)−β
, β > α > 0, (13)

whereβ = 1.5, α = 0.5. This function presents
consumers’ preferences when the first commodity is a
”necessary” or a cheap one, and another is a ”luxury”
one.

Table 1: Input data

t xt
1 xt

2 qt
1 qt

2

0 0.465 0.977 0.63994 1.27989
1 0.465 0.984 0.63746 1.27981
2 0.464 0.992 0.63495 1.27973
3 0.463 0.999 0.63246 1.27966
4 0.463 1.007 0.62994 1.27958
5 0.462 1.014 0.62745 1.27950
6 0.461 1.006 0.62501 1.27942
7 0.461 0.997 0.62258 1.27934
8 0.460 0.989 0.62012 1.27927
9 0.459 0.981 0.61768 1.27919
10 0.459 0.972 0.61525 1.27911
11 0.458 0.964 0.61279 1.27903
12 0.457 0.956 0.61041 1.27895

The NS method was realized in two variants: sim-
ple interpolation (NSI) with use only the firstT + 1
equalities of (4), and Hermit’s one (NSH) with use of
all the system. The obtained spline (12) was com-
pared with function (13) which generated the data
bank. The comparison was fulfilled on the uniform
grid covered the rectangle bounded by extreme val-
ues of data{xt

1, x
t
2}. Corresponding relative error at

the grid step 0.01 in the NSI variant equals to0.055%
and in the NSH it equals to0.071%.
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