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Abstract—In the future IP networks, a wide range of dif- guarantees for multi-class traffics and the issue of maxngiz
ferent service classes must be supported and different classesthe revenues of service providers.
of customers will pay different prices for their used network  pricing research in the networks has been quite intensive

resources based on Service-Level-Agreements. In this paper, , .
we link resource allocation scheme with pricing strategies and during the last few years (e.g., [6], [3], [10], [11]). Alsdat of

explore the problem of maximizing the revenue of network WOrK (e.g., [14], [9], [7]) has been done concerning the éssu
providers by resource allocation among multiple service classes of resource allocation and fairness in a single-servicéremyv

under a certain Service-Level-Agreement and a given amount of ment. But the combination of pricing strategies and ressurc
network resources. A revenue-aware resource allocation schem allocation among multiple service classes have not been ana

is proposed under linear pricing strategy, which has the closed- .
form solution to the optimal resource allocation for maximizing lyzed widely. A number of works [12], [2], [13], [8] recently

the revenue per time unit gained in a network node. The optimal USe end-users’ utility as the maximizing objective for rese
allocation scheme is derived from revenue target function by allocation schemes. All of these approaches have a common

Lagrangian optimization approach. objective of maximizing the network performance in terms
of the users’ utility. Our research differs from these stsdi
by linking resource allocation scheme with pricing strégsg

of multiple service classes to maximize the revenue gained

under a certain amount of resources. A revenue-maximizing

I. INTRODUCTION pricing scheme for the service provider is presented in [1],

Resource allocation in the multiservice communication n ve/here a noncooperatlve. (Nash) flow control game Is played

egr the users (followers) in a Stackelberg game with the goal

works presents a very important problem in the design . y . o h d
the future multi-class Internet. The main motivation foe th,0 setting a price to maximize revenue. Our scheme propose

research in this field lies in the necessity for structuranges in this paper is to maximize the revenue under given pricing
in the way the Internet is designed. The current Interngtr"’IF(ggj'(eS by the optlmal resource allocation among campet
offers a single class of 'best-effort’ service, althoughmso tra_l;_f;‘q flows from dn:;erent service classgs. 4 orici h
traffic prioritization will be active in the new network raart IS paper exten_s our previous QoS an pricing researc
implementations. The future IP networks must carry a wi sl [4]) and takes into account revenue maximization éssu

range of different traffic types being still able to providerp . y introdycing NEW revenue-aware resource allocationreeh_e
formance guarantees to real-time sessions such as \Voite Jo _mu|t|ser\_/|ce IP_networks. In a network nqde supp_ortmg
IP (VoIP), Video-on-Demand (VoD), or Video-Conferencing.mu“'ple service classes, packets are queued in a mu!m-:que
Efficient and effective communication needs careful anlilsystem, where_e_ach queue corr.esponds. FO one service C"".‘SS-
of Service (QoS) design by means of appropriate resout%@sed on a prl.cmg.strategy which specmes. the relationship
allocation among competing traffic flows with different seev between the paid prices and the offered service perfornsance

classes. On the other hand, for the future multi-class teter the network provider will get a revenue or suffer a penalty

users will have to pay the network providers based on prici enever serving one incoming packet. I_n this paper, a
strategies agreed in their Service-Level-Agreements.i-Oby Venue-aware resource e_tllocahon scheme is proposeq unde
ously, the pricing strategy will specify the relationshigtieen Inear pricing strategy, Wh|ch.has th? closed-form sohutio

the price paid by each class of users and the QoS (e.g., del 2 qptlmal resource aIIocgtpn Fjer|ved from revenue targe
jitter) provided by the network provider, which normallyatgs UTC;'OH by Lfaghranglan qptlmlzat_londapp?ﬁ\ch. In Section 2
that the network provider will get a revenue when the offere € rs_:s_t of the paperis organized as Toflows. in _ectlon ’
QoS meets the minimal performance requirement and suffdfee pricing strateg!es (Imear,_flat and pIECEWISE lineae

a penalty when the offered QoS fails to meet that. Netwoﬂfesemed and the "”e"?“ one 1S genera”y.def'”.ed- Reyenue-
designers are facing a complicated problem of optimizi@”are resource allocation scheme is derived in Section 3,

the network control to satisfy both the issue of performan here the optimal gllocatlng solution IS given for'maxlllmg|
the revenue of service providers. Section 4 contains simuala

The work of Jian Zhang reported in this paper was supportetlyday a part demonstrating the rgvenue-maxmlz_lng ak_)'“ty Of_ our
scholarship grant from Nokia Foundation proposed resource allocation scheme. Finally, in Sessjon 5
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Fig. 1. Three linear pricing functions. Horizontal axislaie vertical axis: Fig. 2. Three flat pricing functions. Horizontal axis: delasertical axis:
price. price.

we present concluding remarks.

Il. PRICING STRATEGY

Three pricing strategies are presented here which are be- T
lieved to be the most used ones. First some parameters and no- o ]
tions are defined. We consider a network node which supports
multiple service classes. There incoming packets are gliaue A s b m w o B0 me e
a multi-queue system (each queue corresponds to one service
class) and the resources in the network node (e.g. process@rs. Three piecewise linear pricing functions. Horizinaxis: delay;
capacity and bandwidth) are shared among those serwesical axis: price.
classes. The number of classes is denotedrby iterature
usually refers to the gold, silver and bronze classes; is thi
case,m = 3. The metric of service performance Considereg)nstant Shiﬂ)l is selected to be the hlghest which determines
in this paper is packet delay which is most concerned e maximum price paid by customers. On the other hand, the
end users. The packet delay of clasim the network node Penalty paid to the customers with the highest priority €las
is referred to agiz(t) Hereafter, time index is dropped for is also the hlghest if the network pI’OVider fails to meet the
convenience. For each service class, a pricing funetioh) is minimum delay requirement (in this case, 20 time units for
defined to rule the relationship between the QoS (packeydetie gold class); the growing rate of penalty along with the
here) provided by a network provider and the price paid i{elay depends on the slope and it is also the highest. Same
its customers. Obviously, it is non-increasing with resgec observations hold for silver and bronze classes. For bronze
the delayd;. Some examples of pricing functions are given i§lassirs(ds) = 80—2ds; means that the price paid by that class
Figs. 1, 2, and 3, which show the most used pricing strategi®§ customers is maximally 80 units of money, i.e., constant
linear, flat and piecewise linear functions, respectivety. Shift bs is the lowest. On the other hand, the penalty paid
this paper, our Study concentrates on the revenue_maxig]izto the bronze class of customers is the lowest when falllng to
issue under linear pricing functions and the analysis ufider meet its minimal delay requirement (in this case, 40 timesuni
pricing strategy is postponed to its sequel. The solutiothéo for the bronze class) and the growing rate of penalty is diso t
piecewise linear pricing strategy is a straightforwarceaston lowest. For example, assume that a packet experiencesya dela
to the above two cases. Specifically, Linear pricing styafeg  ©f 30 time units in the network node. If the packet belongs

classi is characterized by the following definition. to the gold class, i.edi = 30, thenri(di) = r1(30) =
200 —10%30 = —100 means the network provider should pay

100 units of money to the customer as the penalty; whereas,
if the packet belongs to the bronze class, i&.= 30, then
ri(d;) = by — kids,i = 1,2, ....,m,b; > 0,k; >0 (1) r3(ds) = r3(30) = 80 — 2% 30 = 20 means the network
provider will get 20 units of money for serving that packet.

is calledlinear pricing function whereb; andk; are positive These are actually what we expect based on the requirement
constants and normally; > b; and k; > k; hold to ensure of Service-Level-Agreement.

differentiated pricing if class has higher priority than clags
(in this paper, we assume that class 1 is the highest priori
and clasan is the lowest one).

Fig. 1 depicts three linear pricing functions for gold, silv  Let us consider a network node which has the resour¢ of
and bronze classes and it is commented in detail below. Fot/s (processing capacity and/or bandwidth) and will surpp
gold class, the pricing function, (d;) = 200 — 10d; means m service classes totally. The traffic flows fed into the networ
that when the delayi; is smaller, the price paid by the goldnode are Poisson streams with arrival ratg Az, ..., A,
class of customers is higher - in this case, maximally 2G@spectively. We assume that the distribution of packegtlten
units of money:. It is natural that for the highest prioritass$, of all classes is exponential and uge (bits) to denote the

Definition 1: The function

tﬁl. REVENUE-AWARE RESOURCEALLOCATION SCHEME



mean packet length of clags The portion of the resource leading to the solution
allocated to class$ is denoted asv;C,i = 1,2, ...,m and w; _ ~
is referred to as the weight allotted to classWithout loss wi — Aiki L; " AiL; i=1.2 .m (11)
of generality, only non-empty queues are considered, amsl th T Co c T
w; # 0. If some weightw; = 1, thenm = 1. Therefore, the .
natural constraint for the weights }§\" , w; = 1, w; € (0, 1]. Substituting Eg. (11) to Eq. (5), we get
When the weight assigned to claisss w;, classi can be

i v V ik L;C
guaranteed to have a portion of the resoutg€’; and the Vo = Z(}f L NI
packets of classarrive at queué with rate \;. Therefore, the it

mean packet delay of classd; in the network node can beAnd wheny/ in Eq. (12) is substituted to Eq. (11), the closed-

(12)

denoted as B form solution in Eq. (7) is obtained.
7 _ 1 _ L; Because of the constraint in Eq. (@)C > \; L;, obviously,
d’ - w,C - r (2)
[Lji - )\i wiC - )\’LL’L m m
based on queueing theory. The natural constraint of Eqs(2) i ijC =C> Z A Lj (13)

w;C > \;L; due to the fact that delay can not be negative.

The metric of revenue used in this paper is the revenv_[sence the closed-form solution in Eq. (@) > 0. Moreover,
gained per time unit since a network provider will obtain Based on (13), the following inequality holds

revenue or penalty whenever one packet is served. Unless

stated otherwise, we shall hereafter refer to the revenue pe N LT My T
time unit as revenue. We use the mean packet déjain T AikiLi 3052 AL
Eqg. (2) to estimate the real packet delgy Then the revenue o i \/)\jk:jL_j
gained in a network node may be defined as follows when =
the linear pricing function in Eq. (1) is deployed: leading to in Eq. (7) the numerator less than the denominator
m oL Hence, we can conclude that< w; < 1.
F= Z it (d;) Z A NG E-) 3) To prove that the closed-form solution in Eqg. (7) is the only

and optimal one in the interval (O, 1], we consider seconeéiord
Asa result of the above deflnltlon, the issue of revenue mad€rivative ofP.

imization under linear pricing strategy by resource altmra 2P Ik Lo 2
. = — ! — <0 14
can be formulated as follows: u? (0,C — ML) (14)
kL
mar P = Z)‘i(bi - wiC—/\iE) (4)  due to the constrainty,C > AL, in (6). Therefore, the
. ’ revenue per time unit is strictly convex with the allotted set
st Zwi —1,0<w <1 ) of vyeights{wl,...,wi,...,wm}.in the int_ervaIO < w; <1,
P having one and only one maximum. This completes the proof.

_ o _ In addition, the theoretical maximum revenue gained by a
Theorem 1.For linear pricing strategy, the globally maximumnetwork provider can be calculated as follows.
revenue F gained in a network node is achieved by using tgeorem 2. When the optimal resource allocation scheme is

following optimal resource allocation scheme deployed according to Theorem 1, the theoretical maximum
_ ™ _ revenue obtained in a network node is
\ /\JCZLZ(C + %)\ L Z;n:l )\ij) . _
Wi = - = Fo— Z()\,b,) _ ity VAikiLi)? (15)
CZ]:l \/m maxr — 1Y C . Zm )\E
) =1 =
fori=1,2, .., manditis unique whem; € (0,1}, Proof: When the optimal weights in Eq. (7) are substituted to

Proof: Based on Equations (4) and (5), we can construct tfga

i . : (3), the theoretical maximum &f is
following Lagrangian equation.

k;L; % NikiLi S A/ Niki Ly
PR Mgt et @ Fee = RO T i)
Set partial derivatives dP in Eg. (8) to zero: _ i()\ibi _ VikiL; doies \//\k:—L
oP \ik; L:C = C =300 L
Ow; = (w;C — N L; )2 —o0=0. 9) _ f:()\-b-) B (X VAikiLy)?
It follows that _ T O = AL
o= MLC (10)



IV. SIMULATIONS (gozld cllass) (sil\jer jass) (broznze3class)
In this section we present the simulation results which [ X; (packets/s) 10 15 20
demonstrate the effectiveness of our resource allocation L; (bits) 3360 3360 3360
scheme for maximizing the revenues of network providers TABLE |

under linear pricing strategy and a given amount of resaurce

A number of simulations have been conducted under different
parameter settings. In each case, we first numerically -deter

mine the optimal allocation scheme using Theorem 1, and

then we investigate through simulations the benefits of the
optimal scheme by comparing the revenues obtained under

the optimal allocation with those obtained under a natural
scheme of proportional allocation as well as the theorketica
maximum revenues. A representative set of these simutation
are presented herein. Throughout this section, we shalisfoc L . *

on a network node where its resour€eequals10° bit/s and |

the number of service classes supporied= 3 (namely,

THE BASE PARAMETERS FOR PACKET TRAFFIC

v Theoretical maximum revenue
/enue under the optimal allocation scheme
/enue under the proportional allocation scheme.
—+ Simulated revenue under the set of given weights
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gold, silver and bronze classes). The base arrival rateshend
mean packet lengths of the above three classes are provided
in Table 1. A multiplicative load factor p > 0 is used

to scale these base arrival rates to consider differenfictraf_. . , .

. . . . . . . Fig. 4. Revenue comparison as function of time, for the casel factor
intensities; i.e.\;p will be used in the simulations as classs;, — 1 and; = 200, k;=10000,b5 = 150, k2 = 5000, b3 = 80, ks —
j arrival rate. As mentioned above, we use a scheme thkéago.
proportionally allocates the resource among all serviassgs

for comparison with our revenue-aware resource allocation
scheme. Specifically, theroportionalscheme allots the weight

of classi as follows: w; = %,z =1,2,...,m. Note
. . j=1177H

that this proportional scheme is a natural way to allocate 7o
network resources.

=5~ Theoretical maximum revenue
—#~ Simulated revenue under the optimal allocation scheme
-4 Simulated revenue under the proportional allocation scheme

A. The first set of simulations I .

In the first set of simulations, the parameters related tethr I N
used linear pricing functions are summarized as follaws= ]
200, k1 = 10000, for gold classb; = 150, k; = 5000, for S
silver class, ands = 80, k3 = 2000 for bronze class (note
that the time unit is second hereafter). Fig. 5. Revenue comparison as function of load fagtorfor the case,

First we investigate the evolution of revenue along with the = 200, k1=10000,b2 = 150, k2 = 5000, b3 = 80, k3 = 2000.
time under our optimal allocation scheme and the propaation
scheme. In this case, the base arrival rates in Table 1 are
used and one allocation scheme with a set of given weigli¢ one obtained under the set of given weights, which shows
(w1 = 0.60, we = 0.25, wy = 0.15, referred to as given that the proportional allocation scheme is somehow acbépta
scheme) is also used for comparison with our scheme. FRjl€ in this case.

4 presents the simulation results, where the x-axis reptese Next we examine the performance of our optimal allocation
the time (the measurement period is 100 seconds here) aatieme for the case that the same pricing functions are used
the y-axis represents the revenue per second. It is obserasd different traffic intensities are fed into the networldeo
that the largest revenue is achieved under our optimal &lg. 5 shows the simulation results, where the x-axis reprss
location scheme compared with those achieved under the load factor and the y-axis represents the revenue.
proportional scheme and the given scheme. Moreover, thelMe can see in Fig. 5 that the revenues obtained under
simulated revenue under our optimal scheme is quite closer optimal allocation scheme are extremely close to those
to the theoretical maximum revenue calculated by Eq. (13heoretical maximums under light and medium loads, and both
Since the parameters used in Eq. (15) are constant in thes case growing almost linearly. This is as expected because few
the theoretical maximum remains unchanged; whereas, as peaalties will be incurred under such loads. Under heawgdoa
real packet delay is variable, the simulated revenue varigsth curves start to level off as the penalties start to gemstelr
along with the time. Fig. 4 shows that the revenue obtaindéitln the revenues. Compared with our optimal scheme, the
under our optimal allocation scheme is very close to thgroportional allocation scheme achieves less revenuesrund
theoretical maximum, which demonstrates the effectiveneall traffic loads. Although the revenue curve of the proporéil

of our scheme for revenue maximization. Additionally, thecheme also grows under light loads, it starts to decreasd mu
revenue obtained under the proportional scheme is larger tiearlier as the penalties incurred under the proportiortame

Load factor



v Theoretical maximum revenue

—#~ Simulated revenue under the optimal allocation scheme

—+ Simulated revenue under the set of given weights

2 Simulated revenue under the proportional allocation scheme

are much larger than the ones under our optimal scheme when
the same workload is fed into the network node.

B. The second set of simulations
In the second set of simulations, the same simulations are

made under three different linear pricing functiohs:= 200, |
k1 = 5000, for gold classb, = 120, k; = 2000, for silver /\/\/\/

class, andbs = 40, k3 = 500, for bronze class, to evaluate A P
the performance robustness of our optimal scheme for revenu =
maximization. Figs. 6 and 7 present the simulation results. o Ry e

It is observed in Fig. 6 that the revenue obtained under
our optimal scheme is the largest and it is also close f@y. 6. Revenue comparison as function of time, for the casel factor
the theoretical maximum by Eq. (15); whereas, the revenae 1 andby = 200, k1=5000,b2 = 120, k2 = 2000, bs = 40, k3 = 500.
obtained under the proportional scheme is less than the one )
obtained under the set of given weights in this case. Since R —
the slopek; of classi in this case is less than the one used
in the first set of simulations, the revenue of classill
decrease more slowly along with the increase of delay in
this case, leading to the revenue curves in Fig. 7 still grows
under heavier loads compared with the ones in Fig. 5. The
point is the largest revenue is obtained by our optimal sehem
under all traffic loads and it is also very close to the curve of
theoretical maximum revenue. Therefore, the robustneizeof °l
revenue-maximizing ability of our optimal allocation saofne
is demonstrated under linear pricing strategy.

6000

revenue per second

4000F

20001 4

1 15 2 25 3 35 4 a5 5
Load factor

Fig. 7. Revenue comparison as function of load fagiprfor the case,
V. CONCLUSIONS by = 200, k1=5000,b2 = 120, ko = 2000, b3 = 40, k3 = 500.

In this paper, we link resource allocation scheme with pric-
ing strategies and explore the problem of maximizing the rev

enue of network providers by resource allocation among mul{6! F- P- Kelly, "Charging and rate control for elastic traffi European
. . . . Transaction on Telecommunication, vol.8, 1997, pp. 33-37.
tiple service classes under a certain Service-Level-AQEZ®  [7] L. Massoulie, J. Roberts, "Bandwidth Sharing: Objeetivand Algo-

and a given amount of network resources. A revenue-aware rithms,” IEEE INFOCOM99, New York, USA.

; ; i i~in[8] C. Lee, J. Lehoczky, R. Rajkumar, D. Siewiorek, "On Qualif
resource aIIc_)cann scheme s proposed qnder linear gr.'c'” Service Optimization with Discrete QoS Options,” IEEE Re€ahe
strategy, which has the closed-form solution to the optimal  Technology and Application Symposium, June 1999.

resource allocation for maximizing the revenue per time uni [9] S. H. Low, "Equilibrium Allocation of Variable Resoursefor Elastic

i i i ; Traffics,” INFOCOM98, San Francisco, USA, 1998.
gained in a network node. The optimal allocation SChemEO] I. Ch. Paschalidis and J. N. Tsitsiklis, "Congesticpédndent pricing

is.der_ived from revenue .target. function by Lagrangian opti= = of network services,” IEEE/ACM Transactions on Networkingl.8,
mization approach. The simulations demonstrated the vmsen April 2000, pp. 171-184.
maximizing ability of the optimal resource allocation sate [11] I. Ch. Paschalidis and Yong Liu, "Pricing in multisergitoss networks:

. s static pricing, asymptotic optimality and demand subsitutiffiects,”
In the future work, the issue of revenue maximization under  |Egg/acMm Transactions on Networking, vol.10, Issue: 3, &@002,

flat pricing strategy will be investigated. Moreover, rewen pp. 425-438.
itari icai ; ; in [12] R. Rajkumar, C. Lee, J. Lehoczky, D. Siewiorek, "A ResmurAl-
criterion as the admission control mechanism will be stiidie location Model for QoS Management” IEEE Real-Time Systems
Symposium, December 1997.
[13] S. Sarkar, L. Tassiulas, "Fair Allocation of Utilities Multirate Mul-
ticast Networks,” Proceedings of the 37th Annual Allertoon@rence
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