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Abstract: - In this paper we propose a new approach to short-time speaker dependent word recognition based 
on Dempster-Shafer theory using Linear Predictive Coding (LPC) coefficients. For this we used a database of 

ten pre-determined signals and one-incoming signal, these signals are generated from ten different words of 

ten-different persons by using LPC techniques. Now by measuring similarity between incoming signal and 

predetermined signals from the database, the recognition of a particular word is done. Correlation and 

monogenic signatures are two theories used to study the similarity of the two signals using discrimination 

factor. However mutual information theory predicts the probability of occurrence of a signal by measuring the 

information obtained in the signal. The values from these three theories are changed into mass functions and 

these are used as evidences in the Dempster-Shafer theory of evidence. All these evidences are combined using 

the Dempster’s rule and finally the best matching speaker dependent word is identified. 

 

Key-words: - Linear Predictive Coding, correlation, monogenic signatures, mutual information, Dempster-
Shafer theory of evidence. 
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1. Introduction 
Speech recognition has a key role in many 

application fields [1]. Various studies made in the 

last few years have given good results in both 

research and commercial application. People have 

always dreamt of just ‘talking’ to computer, hands 

free without any keyboard or mouse [2]. Speech 

recognition is a process where an unknown word is 

given as an input to a system, and the system would 

recognize the word. In the present day trend 

researchers to use their voice to communicate with 

the machine are putting many efforts. 

    Speech is the most natural way for people to 

communicate with one another in their daily life. 

When the computer was first invented, people used 

wire and plugs to give instructions. This method 

was not good at all, so later the scientists invented 

the keyboard. The keyboard was a good tool before 

graphical user interface was used in the computer. 

So mouse was invented to solve this problem. 

Today people use keyboard and mouse to control 

the computer. However, we can see that speech 

recognition is gradually implemented into the 

computer and hand phone. 

    A wide range of possibilities exists for 

parametrically representing the speech signal. 

Probably the most important parametric 

representation of speech is short time spectral 

envelope [2]. There are many different feature 

extraction techniques used in speech recognition. 

Most common of them are Linear Predictive 

Coding, LPC-derived Cepstrum and Mel-

Frequency Cepstral coefficients (MFCC). 

    In earlier literature quite a good amount of work 

has been reported on speech dependent word 

recognition based on Hidden Markov Model 

(HMM) [3] and speaker independent word 

recognition based on modified endpoint detection 

algorithm applied for Malay words ‘Kosong’ (0) to 

‘Sembilan’ (9) are reported [4]. Linear Predictive 

Coding will be commonly used in front-end 

processing of speech signal. 

 

 

2. Linear predictive coding  
The theory of linear predictive coding has been 

well understood for many years. LPC provides a 

good model of the speech signal. This is especially 
true for the quasi-steady state voiced regions of 

speech in which the all-pole model of LPC 

provides good approximation to the vocal tract  

 

spectral envelope. The method of LPC is 

mathematically precise and is simple and 

straightforward to implement in either software or 

hardware [1]. The basic idea behind the LPC model 

is that a given speech sample at time n, S(n), can be 

approximated as a linear combination of the past p 

speech samples, such that  

 

S(n) = a1S(n-1)+a2S(n-2)+-----+ apS(n-p)  

 

where the coefficients a1, a2, --------aP are assumed 

constant over the speech analysis frame [1]. In this 

paper we used LPC for converting speech signal 

into database of 10 predetermined and one 

incoming signal. 

 

 

3. Dempster Shafer Theory of 

Evidence  
This theory is based on two ideas .The idea of 

obtaining degrees of belief for one question from 

subjective probabilities for a related question and 

Dempster’s rule for combining such degrees of 

belief when they are based on independent items of 

evidence. Implementing the Dempster-Shafer 

theory in a specific problem generally involves 

solving two related problems. First, we must sort 

the uncertainties in the problem into priori 

independent items of evidence. Second, we must 

carry out Dempster rule computationally [5]. 

 

 

4. Implementation 
The word database from 10 speakers is used as 10 

predetermined and one incoming signal to test our 

algorithm. To create this word database, all 

samples were initially recorded in 8 KHz, 8-bit 

mono formats using high quality microphone 

through personal computer. The recording 

environment was normal lab environment. Next, 

we used Matlab tools to perform LPC on these 

spoken words to convert speech signals into 

suitable data form. 

    Now the main objective of our algorithm is to 

determine the exact matching between one of the 

predetermined and incoming signal. One of the 

methods that can be used to solve this problem is 

the concept of correlation [6]. In correlation we 
find the degree of similarity between the 

predetermined and incoming signal. From here we 

can determine the degree of error that had occurred.  
 



 3 

If the correlation value for a particular 

predetermined signal is high, then it can be 

concluded that the predetermined signal is very 

closely matched to the incoming signal. Thus 

incoming signal is identified. However to make this 

algorithm more effective, we included other 

concepts such as monogenic signatures and mutual 

information. Monogenic signatures [7, 8] are 

simply an extended concept of correlation and had 

been developed to overcome the limitation of 

correlation. Meanwhile mutual information [9] 

allows us to extract information from the incoming 

and predetermined signals. Finally to complete this 

algorithm, we used Dempster-Shafer theory of 

evidence [10], a theory which allows us to combine 

all the parameters above and at the final stage, 

determines which predetermined signal from       

the database is the closest to the incoming             

signal (spoken word). 

    The final mass function, which is obtained, 

based on Dempster-Shafer theory of evidence by 

combining individual mass functions [5] of the 

above parameters is referred as combined mass 

function. The individual mass functions may not 

exhibit the required belief in all the working 

environment, where as the combined mass function 

enhances the belief. Hence the combined mass 

function is chosen to increase the belief. The flow 

diagram of the above procedure is shown in 

figure1. 

    To make the algorithm more effective and 

flexible, we have included ignorance factor of 

negligible amount while computing individual 

mass functions. Higher the importance given to 

the parameter lower the ignorance factor 

assigned. 

    The values assigned for the ignorance factor 

of order 0.005 for the correlation, 0.01 for 

mutual information, 0.015 for monogenic         

v-signature and 0.0155 for monogenic            

u-signature under consideration. The algorithm 

becomes weak by choosing the large value of 

ignorance factor and becomes strong by 

assigning small values comparatively. But 

sometimes the algorithm fails if the ignorance 

factor is very small. Choosing the value of 

ignorance factor is a trade off between   

increasing the effectiveness of the algorithm 

and failure of the algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
                                                                                                

Fig.1. Flow diagram for the proposed 

algorithm based on Dempster-Shafer theory of 
evidence. 

 

 

 

Run the Correlation Function 

(autocorrelation and cross correlation) 

To identify the signal, the Dempster Rule for 

Combining Beliefs is applied. 

     By using the value obtained from the 

    Correlation, Monogenic Signatures and 

    Mutual Information, calculate the mass 

    function                        

Start 

End 

Compare Incoming Signal, Y with 

 Predetermined Signal, Xi where 

 i=1 to N       

Run the Monogenic Signatures Function  

(u-genic and v-genic) 

 for auto and cross 

Calculate the channel matrix  

and mutual information 

             Repeat until all 

predetermined signals are 

processed 

By obtaining the highest belief function of 

 Dempster-Shafer Theory, 

 the signal detected can be determined. 
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5. Results  
For a clear view on which predetermined words has 

the highest MATCH with the incoming word has 

been shown graphically in figure 2 and figure 3. 

Among ten spoken words (one to ten) the results 

were shown for ‘two’ and ‘ten’ in figure 2 and 

figure 3 respectively. From the results obtained it is 

evident that the combined mass function increases 

the degree of belief rather than using individual 

mass functions. From figure 2 and figure 3 it is 

observed that for spoken word ‘two’ the combined 

evidence factor is 0.6029 (60.29%) and for the 

spoken word ‘ten’ this value is 0.9464 (94.64%). 

This factor is equivalent to the recognition 

accuracy of the real time system as referred in 

earlier literature [3, 4]. The values of these 

evidences depend on how accurately the incoming 

word matches with the predetermined words. 

 Fig. 2.  Mass functions versus particular  

 Pre determined signal for the word ‘two’ 

 

Fig. 3.  Mass functions versus particular  

Pre determined signal for the word ‘ten’ 

6. Conclusions 
The main limitation of this algorithm is if the 

incoming signal is exactly same as or not related to 

any one of the predetermined signal present in the 

database will not give proper result. However, 

exactly same case does not arise for speech. This 

algorithm can be made more robust to the speaker by 

using advanced robust signal processing techniques 

in the front end processing [11]. An estimator is said 

to be robust if it is insensitive to deviations from 

certain assumptions about the measurements and 

able to provide a good solution even with 

measurements containing gross errors. Then the 

proposed algorithm recognizes the word without any 

fluctuation in evidence factor under any changes in 

the environmental conditions. This will have 

advantage under noisy conditions and vocal 

disorders.  This algorithm finds its application in 

radars to identify a target with slight modification at 

the front end processing. This has quite a good 

number of applications for human voice interaction 

with machine in advanced technological 

environment. This finds importance where security 

is the main concern.                    
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