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#### Abstract

In many stochastic models, the assumption of independent among the random variables (henceforth r.v.s) is not plausible. In fact, increase in some r.v.s are often related to decrease in other r.v.s and the assumption of pairwise negative dependent is more appropriate than independent assumption. In this paper strong laws of large numbers (SLLN) are obtained for sum $\sum X_{n}$ under certain condition where $\left\{X_{n}, n \geq 1\right\}$ is a sequence of pairwise negatively dependent r.v.s.
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## 1 Introduction

Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of integrable r.v.s defined on the same probability space and put $S_{n}=\sum_{i=1}^{n} X_{i}, \quad \bar{X}_{n}=\frac{S_{n}}{n} . \quad$ Chandra (1992), under certain conditions, modified the SLLN of Kolmogrov (Th.5.4.2 of Chung (1974)) and the SLLN of Lander and Rogge (1986) for pairwise independent r.v.s which are not necessarily identically distributed and satisfy certain moment conditions. Bozorgnia, Patterson and Taylor (1996) obtained the SLLN for sums of an array rowwise negatively dependent r.v.s under certain conditions. Amini (2000) has proved the SLLN for special negatively dependent r.v.s (Theorem 5.5) and for weighted sums of uniformly bounded negatively dependent r.v.s (Theorem 3.7). He has also proved the WLLN for special pairwise negatively dependent r.v.s (Theorems 5.6,5.7,5.8). In this paper, we modified the theorems of SLLN Chandra (1992) for pairwise negatively dependent r.v.s that satisfy certain moment conditions.

Definition 1 The random variables $X_{1}, \cdots, X_{n}$ ( $n \geq 2$ ) are said to be pairwise negatively dependent (henceforth pairwise $N D$ ) if the following inequality holds,

$$
\begin{equation*}
P\left(X_{i}>x_{i}, X_{j}>x_{j}\right) \leq P\left(X_{i}>x_{i}\right) P\left(X_{j}>x_{j}\right) \tag{1}
\end{equation*}
$$

for all $x_{i}, x_{j} \in \mathfrak{R}^{1}, i \neq j$. It can be shown that
(1) is equivalent to

$$
\begin{equation*}
P\left(X_{i} \leq x_{i}, X_{j} \leq x_{j}\right) \leq P\left(X_{i} \leq x_{i}\right) P\left(X_{j} \leq x_{j}\right) \tag{2}
\end{equation*}
$$

for all $x_{i}, x_{j} \in \mathfrak{R}^{1}, i \neq j$.
Definition 2 The random variables $X_{1}, \cdots, X_{n}$ ( $n \geq 2$ ) are said to be negatively associated ( $N A$ for short) if for every pair of disjoint nonempty subsets $A_{1}, A_{2}$ of $\{1, \ldots, n\}$,

$$
\begin{equation*}
\operatorname{Cov}\left(f_{1}\left(X_{i}, i \in A_{1}\right), f_{2}\left(X_{i}, i \in A_{2}\right)\right) \leq 0 \tag{3}
\end{equation*}
$$

whenever $f_{1}$ and $f_{2}$ are monotone in the same direction in each coordinate, the remaining $n-1$ kept fixed and such that $E\left(f_{1}^{2}\left(X_{i}, i \in A_{1}\right)\right)<\infty$ and $E\left(f_{2}^{2}\left(X_{i}, i \in A_{2}\right)\right)<\infty$.

Theorem 1 (Amini (2000)) Random variables $X_{1}, X_{2}$ are $N D$ if and only if for every function $f$ and $g$ that are monotone in the same direction,

$$
\operatorname{Cov}\left(f\left(X_{1}\right), g\left(X_{2}\right)\right) \leq 0 .
$$

Corollary 1 If $X_{1}, \cdots, X_{n}(n \geq 2)$ are $N A$ r.v.s then they are pairwise negatively dependent r.v.s.

Definition 3 A sequence $\left\{X_{n}, n \geq 1\right\}$ of r.v.s is said to be Cesaro uniformly integrable if

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{n}\left[n^{-1} \sum_{i=1}^{n} E\left(\left|X_{i}\right| I\left(\left|X_{i}\right|>N\right)\right]=0\right. \tag{4}
\end{equation*}
$$

Definition 4 A sequence $\left\{a_{n}, n \geq 1\right\}$ of non-negative reals is said to be Cesaro bounded if the sequence $\left\{n^{-1}\left(a_{1}+\cdots+a_{n}\right)\right\}$ is bounded.

## 2 Strong Convergence

In this paper $C$ stand for a generic constant not necessarily the same at appearance. Also $\{f(n)\}$ will stand for an increasing sequence such that $f(n)>0$ for each $n$ and $f(n) \rightarrow \infty$. The next theorem can be obtained from the argument of Csorgo et al (1983).

Theorem 2 Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of nonnegative r.v.s with finite $\operatorname{Var}\left(X_{n}\right)$. Assume that
(i) $\sup _{n \geq 1}\left[\sum_{k=1}^{n} E\left(X_{k}\right) / f(n)\right]=A($ say $)<\infty$;
(ii) there is a double sequence $\left\{\rho_{i j}\right\}$ of non-negative real such that

$$
\begin{gathered}
\quad \operatorname{Var}\left(S_{n}\right) \leq \sum_{i=1}^{n} \sum_{j=1}^{n} \rho_{i j} \text { for each } n \geq 1 \\
\text { (iii) } \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \rho_{i j} /(f(i \vee j))^{2}<\infty, i \vee j=\max (i, j) .
\end{gathered}
$$

Then $[S(n)-E(S(n))] / f(n) \rightarrow 0$ almost surely as $n \rightarrow \infty$.

The proof of Theorem 2 can be found in Chandra (1992).

Proposition 1 Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of pairwise $N D$ random variables. If $\left\{f_{n}, n \geq 1\right\}$ be a sequence of Borel functions all of which are monotone increasing (or all monotone decreasing) then $\left\{f_{n}\left(X_{n}\right), n \geq 1\right\}$ is a sequence of pirwise $N D$ random variables.

The proof of Proposition 1 can be found in Amini (2000).

Corollary 2 Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of pairwise $N D$ random variables. Then $\left\{X_{n}^{+}, n \geq 1\right\}$ and
$\left\{X_{n}^{-}, n \geq 1\right\}$ are two sequences of pairwise $N D$ random variables where $X_{n}^{+}$and $X_{n}^{-}$are positive and negative parts of random variable $X_{n}$ respectively.

Theorem 3 Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of pairwise $N D$ r.v.s with finite $\operatorname{Var}\left(X_{n}\right)$. Assume that
(i) $\sup _{n \geq 1}\left[\sum_{k=1}^{n} E\left(\left|X_{k}-E\left(X_{k}\right)\right| / f(n)\right]<\infty\right.$,
and
(ii) $\sum_{n=1}^{\infty}(f(n))^{-2} \operatorname{Var}\left(X_{n}\right)<\infty$,

Then $[S(n)-E(S(n))] / f(n) \rightarrow 0$ almost surely as $n \rightarrow \infty$.

Proof Put $Y_{n}=\left(X_{n}-E\left(X_{n}\right)\right)^{+}$and $Z_{n}=\left(X_{n}-E\left(X_{n}\right)\right)^{-}$ ( $n \geq 1$ ). It is sufficient to show that as $n \rightarrow \infty$,

$$
(f(n))^{-1} \sum_{i=1}^{n}\left(Y_{i}-E\left(Y_{i}\right)\right) \rightarrow 0 \text { a.s. }
$$

and

$$
\begin{equation*}
(f(n))^{-1} \sum_{i=1}^{n}\left(Z_{i}-E\left(Z_{i}\right)\right) \rightarrow 0 \text { a.s. } \tag{5}
\end{equation*}
$$

Since $\operatorname{Var}\left(Y_{n}\right) \leq E\left(Y_{n}^{2}\right) \leq \operatorname{Var}\left(X_{n}\right)$ and $E\left(Y_{n}\right) \leq$ $E\left|X_{n}-E\left(X_{n}\right)\right|(n \geq 1)$, it follows that condition (i) of Theorem 2 is valid for $\left\{Y_{n}\right\}$. Similarly, it is valid for $\left\{Z_{n}\right\}$. Under pairwise $N D$ condition we have
$\operatorname{Var}\left(\sum_{i=1}^{n} Y_{i}\right) \leq \sum_{i=1}^{n} \operatorname{Var}\left(Y_{i}\right) \leq \sum_{i=1}^{n} \operatorname{Var}\left(X_{n}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} \rho_{i j}$ $\forall n \geq 1$, where $\rho_{i i}=\operatorname{Var}\left(X_{i}\right)$ and $\rho_{i j}=0$ for each $i \neq j$. It follows from Theorem 2 that

$$
\frac{1}{f(n)} \sum_{i=1}^{n}\left(Y_{i}-E\left(Y_{i}\right)\right) \rightarrow 0 \quad \text { almost surely. }
$$

Replacing $X_{n}$ by $W_{n}=-X_{n}$ and $Z_{n}=\left(X_{n}-E\left(X_{n}\right)\right)^{-}$ by $Z_{n}=\left(W_{n}-E\left(W_{n}\right)\right)^{+}$one gets the second part of (5). Since

$$
\begin{aligned}
\frac{S_{n}-E\left(S_{n}\right)}{f(n)}= & \frac{\sum_{i=1}^{n}\left(Y_{i}-E\left(Y_{i}\right)\right)-\sum_{i=1}^{n}\left(Z_{i}-E\left(Z_{i}\right)\right)}{f(n)}+ \\
& \frac{\left(\sum_{i=1}^{n} E\left(Y_{i}\right)-\sum_{i=1}^{n} E\left(Z_{i}\right)\right)}{f(n)}
\end{aligned}
$$

we have

$$
\frac{S_{n}-E\left(S_{n}\right)}{f(n)} \rightarrow 0 \text { a.s. }
$$

Proposition 2 Let $\left\{X_{n}, n \geq 1\right\}$ be pairwise $N D$ r.v.s. Suppose $\left\{B_{n}, n \geq 1\right\}$ is a sequence of semi intervals $\left(-\infty, x_{n}\right]\left(\left(-\infty, x_{n}\right),\left[x_{n}, \infty\right)\right.$ or $\left.\left(x_{n}, \infty\right)\right)$, then $\left\{X_{n} I\left(X_{n} \in B_{n}\right), n \geq 1\right\}$ is a sequence of pairwise $N D$ r.v.s.

Theorem 4 Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of pairwise $N D$ integrable random variables such that there is a sequence $\left\{B_{n}, n \geq 1\right\}$ of Borel subsets of $\mathfrak{R}^{1}$ that are semi intervals as $\left(-\infty, x_{n}\right],\left(\left(-\infty, x_{n}\right)\right.$, $\left[x_{n}, \infty\right)$ or $\left.\left(x_{n}, \infty\right)\right)$ satisfying the following conditions (a)-(d):
(a) $\sum_{n=1}^{\infty} P\left(X_{n} \in B_{n}^{c}\right)<\infty$;
(b) $\sum_{i=1}^{n} E\left(X_{i} I\left(X_{i} \in B_{i}^{c}\right)\right)=o(f(n))$;
(c) $\sum_{n=1}^{\infty}(f(n))^{-2} \operatorname{Var}\left(X_{n} I\left(X_{n} \in B_{n}\right)\right)<\infty$;
and
(d) $\sup _{n \geq 1}\left[\sum_{k=1}^{n} E\left(\left|X_{k}\right|\left(X_{k} \in B_{k}\right)\right) / f(n)\right]<\infty$;
here $B_{n}^{c}$ is the complement of $B_{n}$. Then $[S(n)-E(S(n))] / f(n) \rightarrow 0$ almost surely as $n \rightarrow \infty$.

Proof Let $Y_{n}=X_{n} I\left(X_{n} \in B_{n}\right), n \geq 1$. By (c) and (d), Theorem 3 applied to $\left\{Y_{n}\right\}$ yields $\frac{1}{f(n)} \sum_{i=1}^{n}\left(Y_{i}-E\left(Y_{i}\right)\right) \rightarrow 0$ almost surely as $n \rightarrow \infty$. By (b), we get $(f(n))^{-1} \sum_{i=1}^{n}\left(Y_{i}-E\left(X_{i}\right)\right) \rightarrow 0$ almost surely as $n \rightarrow \infty$. Since r.v.s $\left\{X_{n}, n \geq 1\right\}$ and $\left\{Y_{n}, n \geq 1\right\}$ are equivalent then by (a) and the first Borel-Cantelli lemma, the desired results follows.

The next theorem, our first main result, is an extension of classical Kolmogorov SLLN for pairwise dependent r.v.s (Chandra 1992).

Theorem 5 Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of pairwise $N D$ r.v.s, put $G(x)=\sup _{n \geq 1} P\left(\left|X_{n}\right| \geq x\right)$ and $h(x)=\sup _{n \geq 1} P\left(X_{n} \leq-x\right)$ for $x \geq 0$. If $\int_{0}^{\infty} G(x) d x<\infty$ and $x^{1+r} h(x) \rightarrow 0$ as $x \rightarrow \infty$ for some $r>1$, then $\frac{1}{n} \sum_{i=1}^{n} c_{i}\left(X_{i}-E\left(X_{i}\right)\right) \rightarrow 0$ almost surely as $n \rightarrow \infty$ for each bounded sequence $\left\{c_{n}\right\}$.

Proof It is suffices to prove the result for $c_{n}=1$. To this end, we use Theorem 4 with $B_{n}=(-\infty, n]$ for all $n \geq 1$. Condition (a) follows since
$\sum_{n=1}^{\infty} P\left(X_{n} \in B_{n}^{c}\right) \leq \sum_{n=1}^{\infty} P\left(\left|X_{n}\right|>n\right) \leq \sum_{n=1}^{\infty} G(n)<\infty$.
To verify condition (b), note that for any non-negative random variables $Z$ and $\alpha \geq 0$

$$
E(Z I(Z \geq \alpha))=\alpha P(Z \geq \alpha)+\int_{\alpha}^{\infty} P(Z>x) d x
$$

Hence

$$
E\left(X_{n} I\left(X_{n}>n\right)\right) \leq n P\left(\left|X_{n}\right| \geq n\right)+\int_{n}^{\infty} G(x) d x \rightarrow 0
$$

so that condition (b) holds. Obviously, condition (d) holds. Thus, it remains to verify condition (c).

$$
\begin{gathered}
\sum_{n=1}^{\infty} n^{-2} E\left(X_{n}^{2} I\left(X_{n} \leq n\right)\right)=\sum_{n=1}^{\infty} n^{-2} \int_{0}^{\infty} P\left(X_{n}^{2} I\left(X_{n} \leq n\right)>x\right) d x \\
=\sum_{n=1}^{\infty} n^{-2}\left[\int_{0}^{n^{2}}\left(P\left(X_{n}<-\sqrt{x}\right)+P\left(\sqrt{x}<X_{n} \leq n\right)\right) d x\right. \\
\left.\quad+\int_{n^{2}}^{\infty} P\left(X_{n}<-\sqrt{x}\right) d x\right]
\end{gathered}
$$

we have

$$
\sum_{n=1}^{\infty} n^{-2} \int_{n^{2}}^{\infty} P\left(X_{n}<-\sqrt{x}\right) d x \leq 2 \sum_{i=1}^{\infty} \sum_{n=1}^{i} n^{-2} \int_{i}^{i+1} y h(y) d y
$$

since $y^{1+r} h(y) \rightarrow 0$, for every $\varepsilon>0$ there exist $M>0$ such that if $y>M$ then $y^{1+r} h(y)<\varepsilon$. Hence $\sum_{i=1}^{\infty} \sum_{n=1}^{i} n^{-2} \int_{i}^{i+1} y h(y) d y \leq \sum_{i=1}^{M} \sum_{n=1}^{i} n^{-2} \int_{i}^{i+1} y h(y) d y$

$$
\begin{gathered}
+\sum_{i=M+1}^{\infty} \sum_{n=1}^{i} n^{-2} \int_{i}^{i+1} \frac{y^{1+r}}{y} h(y) d y \\
\leq \sum_{i=1}^{M} \sum_{n=1}^{i} n^{-2} \int_{i}^{i+1} y h(y) d y+\sum_{i=M+1}^{\infty} \int_{i}^{i+1} y^{1+r} h(y) d y \frac{\sum_{n=1}^{i} n^{-2}}{i^{r}} \\
\leq \sum_{i=1}^{M} \sum_{n=1}^{i} n^{-2} \int_{i}^{i+1} y h(y) d y+\sum_{i=M+1}^{\infty} \varepsilon\left(\frac{1}{i^{r}}\left(1+\left(1-\frac{1}{i}\right)\right)<\infty,\right.
\end{gathered}
$$

moreover we have

$$
\begin{aligned}
& \sum_{n=1}^{\infty} n^{-2} \int_{0}^{n^{2}}\left(P\left(X_{n}<-\sqrt{x}\right)+P\left(\sqrt{x}<X_{n} \leq n\right)\right) d x \\
& \left.\leq \sum_{n=1}^{\infty} n^{-2} 2 \quad P\left(X_{n} \quad-\right)+P X \quad\right) d y \\
& \leq \sum_{n=1}^{\infty} n^{-2} \int_{0}^{n} 4 y G(y) d y=\sum_{i=1}^{\infty} \sum_{n=i}^{\infty} n^{-2} \int_{i=1}^{i} 4 y G(y) d y \\
& \leq \frac{2 \pi^{2}}{3} \int_{0}^{1} y G(y) d y+\sum_{i=2}^{\infty} 4 i \int_{i=1}^{i} G(y)\left(\int_{i-1}^{\infty} \frac{d x}{x^{2}}\right) d y<\infty
\end{aligned}
$$

Theorem 6 Let $\left\{X_{n}, n \geq 1\right\}$ be pairwise $N D$ r.v.s and $g_{n}:(0, \infty) \rightarrow(0, \infty)$ be such that for each $n \geq 1$ as $x$ increase

$$
\begin{equation*}
h_{n}(x)=\frac{g_{n}(x)}{x} \uparrow \tag{6}
\end{equation*}
$$

and $C=\inf _{n \geq 1} \lim _{x \rightarrow 0^{+}} h_{n}(x)>0$. Assume $\sum_{n=1}^{\infty} E\left(g_{n}^{2}\left(\left|X_{n}\right|\right)\right)<\infty$. Then $[S(n)-E(S(n))] / f(n) \rightarrow 0 \quad$ almost $\quad$ surely as $n \rightarrow \infty$.

Proof We use Theorem 4 with $B_{n}=\left(-\infty, a_{n}\right]$, $a_{n}>0$. To verify condition (a) note that $\sum_{n=1}^{\infty} P\left(X_{n}>a_{n}\right) \leq \sum_{n=1}^{\infty} P\left(g_{n}\left(\left|X_{n}\right|\right) \geq g_{n}\left(a_{n}\right)\right)<\infty$. Next, note that

$$
\begin{aligned}
& \sum_{n=1}^{\infty} E\left(X_{n} I\left(X_{n}>a_{n}\right) / f(n)\right) \\
& \quad \leq \frac{1}{f(1)} \sum_{n=1}^{\infty} E\left(\frac{\left|X_{n}\right|}{g_{n}\left(\left|X_{n}\right|\right)} g_{n}\left(\left|X_{n}\right|\right) I\left(\left|X_{n}\right|>a_{n}\right)\right) \\
& \quad \leq \frac{1}{C f(1)} \sum_{n=1}^{\infty} E\left(g_{n}\left(\left|X_{n}\right|\right) I\left(\left|X_{n}\right|>a_{n}\right)\right)<\infty
\end{aligned}
$$

so that condition (b) follows by the Kronecker lemma. Condition (c) follows, since

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \frac{1}{(f(n))^{2}} E\left(\left(X_{n}^{2}\right) I\left(X_{n} \leq a_{n}\right)\right) \\
& \quad \leq \frac{1}{C^{2} f^{2}(1)} \sum_{n=1}^{\infty} E\left(g_{n}\left(\left|X_{n}\right|\right)\right)^{2}<\infty
\end{aligned}
$$

And finally condition " d " follows, since

$$
\begin{aligned}
& \sup _{n \geq 1} \sum_{k=1}^{n}\left(E\left(\left|X_{k}\right| I\left(X_{k} \leq a_{k}\right)\right) / f(n)\right) \\
& \leq \frac{1}{f(1)} \sum_{k=1}^{\infty} E\left(\frac{\left|X_{k}\right|}{g_{k}\left(\left|X_{k}\right|\right)} g_{k}\left(\left|X_{k}\right|\right)\right) \\
& \leq \frac{1}{C f(1)} \sum_{k=1}^{\infty} E\left(g_{k}\left(\left|X_{k}\right|\right)\right)<\infty
\end{aligned}
$$

Theorem 7 Let $\left\{X_{n}, n \geq 1\right\}$ be pairwise $N D$ r.v.s and $g_{n}:(0, \infty) \rightarrow(0, \infty)$ be such that for each $n \geq 1$ as $x$ increase

$$
\begin{equation*}
h_{n}(x)=\frac{g_{n}(x)}{x} \downarrow \tag{7}
\end{equation*}
$$

$C_{0}=\inf _{n \geq 1} \lim _{x \rightarrow \infty} h_{n}(x)>0$. Then the conclusion of Theorem 6 holds.

Proof The proof of Theorem 6 goes through except that we have to use the upper bound $\frac{1}{C_{0}}$ for $\frac{\left|X_{n}\right|}{g_{n}\left(\left|X_{n}\right|\right)}$. Then

$$
\begin{aligned}
& \sum_{n=1}^{\infty} E\left(X_{n} I\left(X_{n}>a_{n}\right) / f(n)\right) \\
& \quad \leq \frac{1}{C_{0} f(1)} \sum_{n=1}^{\infty} E\left(g_{n}\left(\left|X_{n}\right|\right) I\left(\left|X_{n}\right|>a_{n}\right)\right)<\infty
\end{aligned}
$$

so that condition (b) follows by Kronecker lemma. Condition (c) follows, since

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \frac{1}{(f(n))^{2}} E\left(\left(X_{n}^{2}\right) I\left(X_{n} \leq a_{n}\right)\right) \\
& \left.\quad \leq \frac{1}{C_{0}^{2} f^{2}(1)} \sum_{n=1}^{\infty} E\left(g_{n}| | X_{n} \mid\right)\right)^{2}<\infty
\end{aligned}
$$

And finally condition " d " follows, since

$$
\begin{aligned}
& \sup _{n \geq 1} \sum_{k=1}^{n}\left(E\left(\left|X_{k}\right| I\left(X_{k} \leq a_{k}\right)\right) / f(n)\right) \\
& \quad \leq \frac{1}{C_{0} f(1)} \sum_{n=1}^{\infty} E\left(g_{n}\left(\left|X_{n}\right|\right)\right)<\infty
\end{aligned}
$$

The next theorem is an analogue of the SLLN of Chung (1947).

Theorem $8 \operatorname{Let}\left\{X_{n}, n \geq 1\right\}$ be pairwise $N D$ r.v.s and $g_{n}:(0, \infty) \rightarrow(0, \infty)$ be such that for each $n \geq 1$ as $x$ increase

$$
\begin{equation*}
h_{n}(x)=\frac{g_{n}(x)}{x} \uparrow, \quad k_{n}(x)=\frac{g_{n}(x)}{x^{2}} \downarrow \tag{8}
\end{equation*}
$$

$\beta=\inf _{n \geq 1} \lim _{x \rightarrow \infty} k_{n}(x)>0$ and $C=\inf _{n \geq 1} \lim _{x \rightarrow 0^{+}} h_{n}(x)>0$. Assume $\quad \sum_{n=1}^{\infty} E\left(g_{n}\left(\left|X_{n}\right|\right)\right)<\infty$. Then $[S(n)-E(S(n))] / f(n) \rightarrow 0$ almost surely as $n \rightarrow \infty$.

Proof The proof of Theorem 6 goes through except that we have to verify condition(c).

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \frac{1}{(f(n))^{2}} E\left(\left(X_{n}^{2}\right) I\left(X_{n} \leq a_{n}\right)\right) \\
\leq & \frac{1}{f^{2}(1)} \sum_{n=1}^{\infty} E\left(\frac{X_{n}^{2}}{g_{n}\left(\left|X_{n}\right|\right)} g_{n}\left(\left|X_{n}\right|\right)\right) \\
\leq & \frac{1}{\beta f^{2}(1)} \sum_{n=1}^{\infty} E\left(g_{n}\left(\left|X_{n}\right|\right)\right)<\infty .
\end{aligned}
$$

Corollary 3 Let $\left\{X_{n}, n \geq 1\right\}$ be as in Theorem
$8 \quad$ if $\quad \sum_{n=1}^{\infty} E\left(X_{n}^{2}\right)<\infty$, then $[S(n)-E(S(n))] / f(n) \rightarrow 0 \quad$ almost surely as $n \rightarrow \infty$.

We first provide a lemma, which can be proved using the formula of summation by parts (Chandra (1992)).

Lemma 1 If $\sum_{n=1}^{\infty} b_{n}<\infty$ and $b_{n}$ is decreasing, then for any bounded $\left\{a_{n}, n \geq 1\right\}$ such that $\left\{n a_{n}, n \geq 1\right\}$ is increasing, $\sum_{n=1}^{\infty}\left[n a_{n}-(n-1) a_{n-1}\right] b_{n}<\infty$.

Theorem 9 Let $\left\{X_{n}, n \geq 1\right\}$ be pairwise $N D$ random variables. Assume that there is a positive even and continuous function $\Phi$ on $\mathfrak{R}^{1}$ such that
(i) $t^{-1} \Phi(t)$ is increasing to $\infty$ as $t \rightarrow \infty$;
(ii) $\sup _{n \geq 1}\left[n^{-1} \sum_{i=1}^{n} E\left(\Phi\left(\left|X_{i}\right|\right)\right)\right]=c($ say $)<\infty$;
(iii) $\sum_{n=1}^{\infty}(\Phi(n))^{-1}<\infty$.

Then $n^{-1} \sum_{i=1}^{n}\left(X_{i}-E\left(X_{i}\right)\right) \rightarrow 0$ almost surely as $n \rightarrow \infty$.

Proof We use Theorem 4 with $B_{n}=(-\infty, n]$ for $n \geq 1$. Put $a_{n}=n^{-1} \sum_{n=1}^{\infty} E\left(\Phi\left(\left|X_{i}\right|\right)\right)$ for $n \geq 1$.
We first verify condition (a);

$$
\begin{aligned}
& \sum_{n=1}^{\infty} P\left(X_{n}>n\right) \leq \sum_{n=1}^{\infty} P\left(\Phi\left(\left|X_{n}\right| \geq \Phi(n)\right)\right. \\
& \leq \sum_{n=1}^{\infty} E\left(\Phi\left|X_{n}\right|\right) / \Phi(n)=\sum_{n=1}^{\infty}\left[n a_{n}-(n-1) a_{n-1}\right] / \Phi(n)<\infty
\end{aligned}
$$

by lemma 1 and (iii). To prove condition (b), let $\varepsilon>0$. There is an integer $N_{1}>1$ such that for each $n \geq 1$,

$$
n^{-1} \sum_{i=1}^{n} E\left(\left|X_{i}\right| I\left(\left|X_{i}\right|>N_{1}\right)\right)<\varepsilon / 2
$$

this is possible since $\left\{X_{n}, n \geq 1\right\}$ is Cesaro uniformly integrable (See remark 5 of Chandra (1992)). Next There is an integer $N>N_{1}$ such that for each $n \geq N \quad n^{-1} \sum_{i=1}^{N_{1}} E\left(\left|X_{i}\right|\right)<\varepsilon / 2$. Then for $n \geq N$,

$$
\begin{aligned}
& \sum_{i=1}^{n} E\left(X_{i} I\left(X_{i}>i\right)\right) \leq \sum_{i=1}^{n} E\left(\left|X_{i}\right| I\left(\left|X_{i}\right|>i\right)\right) \\
& \leq \sum_{i=1}^{N_{1}} E\left(\left|X_{i}\right|\right)+\sum_{i=1}^{n} E\left(\left|X_{i}\right| I\left(\left|X_{i}\right|>N_{1}\right)\right)<n \varepsilon .
\end{aligned}
$$

It is clear that $B_{n}=C_{n} \cup D_{n} \cup E_{n}$ where $C_{n}=(-\infty,-n), D_{n}=\left[-n,-n^{1 / 4}\right] \cup\left[n^{1 / 4}, n\right]$, and $E_{n}=\left(-n^{1 / 4}, n^{1 / 4}\right)$. To prove condition (c), it suffices to show that
$\sum_{n=1}^{\infty} n^{-2} E\left(X_{n}^{2} I\left(C_{n}\right)\right)<\infty$,
$\sum_{n=1}^{\infty} n^{-2} E\left(X_{n}^{2} I\left(D_{n}\right)\right)<\infty$
$\sum_{n=1}^{\infty} n^{-2} E\left(X_{n}^{2} I\left(E_{n}\right)\right)<\infty$.
and

We first show that $\sum_{n=1}^{\infty} n^{-2} E\left(X_{n}^{2} I\left(C_{n}\right)\right)<\infty$. For each $n \geq 1$, there is a $z_{n}$ in the interval $(-\infty,-1)$ such that

$$
\Phi\left(z_{n}\right) / z_{n}^{2} \leq 2 \inf \left\{y: y=\Phi(x) / x^{2}, x<-n\right\}
$$

Put $F_{n}=\left\{y: y=\Phi(x) / x^{2}, x<-n\right\}$ and $\alpha_{n}=\inf _{y} F_{n}$. It is obvious that $F_{n+1} \subseteq F_{n}$ and $\alpha_{n} \uparrow$. Hence it is possible to let $\left\{z_{n}, n \geq 1\right\}$ be increasing sequence. Then we have

$$
\Phi\left(z_{n}\right) / z_{n}^{2} \leq 2 \Phi(x) / x^{2} \quad \forall x<-n
$$

and

$$
\begin{gathered}
x^{2} \leq 2 z_{n}^{2} \frac{\Phi(x)}{\Phi\left(z_{n}\right)} \leq 2 \frac{\left|z_{n}\right|}{\Phi\left(z_{n}\right)} \Phi(x)\left|z_{1}\right| \\
\leq 2 \frac{\left|z_{1}\right|}{\Phi\left(z_{1}\right)} \Phi(x)\left|z_{1}\right| .
\end{gathered}
$$

Hence

$$
\begin{aligned}
\sum_{n=1}^{\infty} n^{-2} E( & \left.X_{n}^{2} I\left(X_{n}<-n\right)\right) \\
& \leq 2 \frac{\left|z_{1}\right|^{2}}{\Phi\left(z_{1}\right)} \sum_{n=1}^{\infty} n^{-2} E\left(\Phi\left(\left|X_{n}\right|\right)\right)<\infty .
\end{aligned}
$$

To complete proving of condition (c), it suffices to show that

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{-2} E\left(X_{n}^{2} I\left(D_{n}\right)\right)<\infty . \tag{10}
\end{equation*}
$$

For each $n \geq 1$, there is a $z_{n}$ in the interval [ $n^{1 / 4}, n$ ] such that
$\Phi\left(z_{n}\right) / z_{n}^{2} \leq 2 \inf \left\{y: y=\Phi(x) / x^{2}: n^{1 / 4} \leq x \leq n\right\}$, note that the right side of the above inequality is positive. Then for $x \in\left[n^{1 / 4}, n\right]$, we have

$$
\begin{aligned}
x^{2} & \leq 2 n z_{n} \frac{\Phi(x)}{\Phi\left(z_{n}\right)} \quad \quad\left(\text { as } z_{n} \leq n\right) \\
& \leq 2 n^{2} \Phi(x) / t_{n} \quad\left(\text { by } z_{n} \geq n^{1 / 4}\right. \text { and (i)) }
\end{aligned}
$$

where $t_{n}=n^{3 / 4} \Phi\left(n^{1 / 4}\right)$ for $n \geq 1$. Observe that

$$
\begin{array}{r}
\sum_{n=1}^{\infty} n^{-2} E\left(X_{n}^{2} I\left(D_{n}\right)\right) \leq 2 \sum_{n=1}^{\infty} E\left(\Phi\left(\left|X_{n}\right|\right)\right) / t_{n} \\
=\sum_{n=1}^{\infty}\left[n a_{n}-(n-1) a_{n-1}\right] / t_{n} .
\end{array}
$$

So (10) will follow if we show that $\sum_{n=1}^{\infty} 1 / t_{n}<\infty$ (using lemma 1). For this purpose,
we use Lemma 15 of Petrov (1975, 277-278) with $\quad a_{n}=n^{1 / 4}-(n-1)^{1 / 4}$ for $\quad n \geq 1$, $\psi(x)=\Phi(|X|) /|X|$; here we are following the notation of Petrov (1975) and using assumptions (i) and (iii). As $a_{n} \geq 1 /\left(4 n^{3 / 4}\right)$ for each n and $t_{n}=n \psi\left(n^{1 / 4}\right)$, we get $\sum_{n=1}^{\infty} 1 / t_{n}<\infty$. We finally prove condition (d). There is a $t_{0}>0$ such that $\Phi(t) \geq 1$ for each $t \geq t_{0}$, and so $|x| \leq t_{0}+\Phi(|x|)$ which implies that for each $n \geq 1, n^{-1} \sum_{i=1}^{n} E\left(\left|X_{i}\right|\right) \leq t_{0}+c$.
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