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Abstract:  In this paper we study convergence almost sure of weighted sums 3°7_; a,; X, where
{Xn, n > 1} is a sequence of random variables and a, is an array of real numbers under
conditions on a; and sequence {X,,n > 1}.
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1. Introduction.

Convergence theorems for weighted sums
have been obtained by Chow [5],Chow and Lai
[6],Hanson and Koopman [7],Pruitt [8],Stout
[10], Teicher [12] and Choi and Sung [4]. Sev-
eral authors extended these theorem to sum of
negatively dependent random variable,see for ex-
ample Bozorgnia A., Patterson,R.F. and Taylor,
R.L.[3],Taylor R.L.[11] and Amini M.,Azarnoosh
H.A.and Bozorgnia A.[2]. In this paper, we
present various condition on {a,;} and {X,}
for which Z;’Zl an;X; converges almost sure.
It is show that for stochastically bounded
random variables the condition E|X|>? < oo
and 7, a%j = O(n™?), B > 1, imply
> =1 anjXj — 0, almost surely and for ND ran-
dom variables with EX,, = 0, and sup|X,| < ¢
for some constant ¢ and various condition on
{an;}, we have 3% a,; X; — 0, almost surely.

Definition 1.The random variables
Xq,---,X, are said to be ND if we have

PI(X; < z)] < [] PIX; < =], (1)
j=1 j=1
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and
PIN(X; > )] < [[ PIX; > o], (2)
j=1 j=1

for all z1,---,z, € R. An infinite sequence
{X,, n>1} issaid to be ND if every finite sub-
set Xi,---,X, is ND. The conditions (1) and
(2) are equivalent for n = 2, but these do not
agree for n > 3 (see Bozorgnia, [2]).

Definition 2. A sequence {X,,, n > 1} of ran-
dom variable is said to be stochastically bounded
by random variable X if for all n and every real
number ¢ > 0,

P(|Xn| > 1) < P(IX] > 1).

Lemma 1(Serfling [8]) Let X be a r.v. with
E(X) =p. If Pla< X <b] =1. Then for
every real number ¢ > 0,

t2(b—a)?
8 )

Eet(X—1) <e

and o

Bt X—ul < Qet (b;“)
Lemma 2 Let X be a r.v. with E(X) =0. If
| X| < ¢, W.P.1. for some constant ¢ < oo. Then
for every real number £,

tx c*t?
Ee < exp{T exp|ct]}.



Proof. From the following inequality

1
e""’ﬁl—l—x%—ixze‘x‘, VY = €R,

for every ¢t > 0, we have
Ee™ <1+ E{%#X%t‘Xl} <

212 22

t t
1+ CT exp[ct] < exp{— explct]}. O

The next two lemmas will be needed in the proof
of SLLN’s, in the next section.

Lemma 3. (Bozorgnia, [2]) Let Xj,---
ND random variables and

f1 -+, fn beasequence of Borel functions which
all are monotone increasing (or all are monotone
decreasing) , then f1(Xy), -, fu(Xy,) are ND
random variables.

, X, be

Lemma 4. (Bozorgnia, [2]) Let X, --
ND nonnegative random variables, then

n n
E[[ X1 <[] EX
7=1 7=1

2. Weighted sums of stochastically
bounded r.v.’s

, X, be

In this section, we prove two theorems for
weighted sums of stochastically bounded random
variables under the condition on ay;.

Theorem 1. Let {X,,, n > 1} be a sequence of
stochastically bounded by random variable X,
with EX? < oo and let {a,;, 1 < j < n}, for
each n > 1 be a triangular array of real numbers
with Y% a3, = O(n=%), B> 1. Then

n
Z aanj —0
=1

a.s.

Proof. From Cauchy Schwartz inequality we
have

n n n n
1> X2 < (a2 X <en? Y X2
=1 =1 =1 =1

For fixed n > 1, choose an integer k£ such that
2F=1 <'n < 2%, Then

Z

n
lim sup | Zaanj|2 < climsup ———

k— 1
j=1 (2

(3)

we have
00 ok 1 [eo) ok
YP(2H)TPY X >e) < = Z 27PN EX
k=1 j=1 k=1 j=1
© EX?2
_ = 2 kﬁ _ J
= ZEX Z 27 =03 i3
{k:2k>51 Jj=1
X EX?
0(1) Z 5~ < 00,
=1 7

Thus by Borel Cantelli lemma we have

ok
limsup2 #*=D 3" X2 = 0. W.P.1
and by inequality (3)
hmsup| Zan] X;|=0. W.P1

j=1

this complete the proof. O

Theorem 2. Let {X,,, n > 1} be a sequence

of stochastically bounded independent random
variables with EX, = 0 and EX? < oco. Let
{anj,1 <j <n,n > 1} be a triangular array of
real numbers with

n

Z |anj — an(ipn)| = omn™ %), p>1,
j=1
where a,,(,,41) = 0. Then
Zaanj — 0, a.s.

j=1

Proof. By the Following inequality

|Zan]X | < lrgla<x |ZX I( Z|an]

n(j+1) |)

<cn~

i
5 .
max | ; Xil, @)

and the Kolmogorov maximal inequality for any
¢ > 0, we obtain



n
n N EX?
i=1

ZP

100
<_
ma)%|S|>6_22::

00 EX2

ZZBI

Jlj

1 0 o0
=5 BEX7Y n7¥ =00
A n—j

. EX?

Y 1<oo.

< O(1)
Jj= 1

Thus by (4) we have

oo

>

n=1

Z P(n=?
n=1

hence by Borel Cantelli lemma we have

n
P> anjXj| > €) <

i=1

max |S,| > ¢) < o0,
1<i<n

a.s. O

n
Z aanj — 0,
J=1

3. Weighted sums negatively dependent
r.v.’s

In this section, we obtain some strong limit
theorems for Welghted sums Y7 | an;X; where

{X,, n > 1} is a sequence of negative dependent
random variables and a, is a triangular array
of real numbers under the conditions on X, and

Qnj-

Theorem 3. Let {X,, n > 1} be a se-
quence of ND random variables with EX; = 0
and sup | X,,| < ¢, for some finite constant c. Let
{anj, 1 <j <n, n>1} be a triangular array of
real number with max |a,j| = O(n™"). Then

n
Zaanj — 0, a.s.
j=1
Proof. By Lemmas 2, 3 and 4 we have
n n
E exp{t Z anjX;} < H E exp{tan; X;}

242
t ct
< exp{— exp[—]}

By Markove inequality and for € > 0, we have

0
>
n=1

n
P(1>_anjXj| > ¢) <
j=1

Z e 1tEEexp{tZamX 1<

7=1

242 c
Zexp{ t6+—texp[ t]}

n=1
Thus by putting ¢t = %ln(n), we have

oo

>

n=1

n
P(|Y anjXjl > ) =
=1

oo
1) Z exp{—2In(n)} < oo,
n=1
and Borel Cantelli lemma, complete the proof. O

Corollary 1. (Choi and Sung, [3]) Let
{X,, n>1} be a sequence of independent ran-
dom variables with EX; = 0 and sup |X,| < ¢,
for some finite constant c.

Let {anj,1 <j < n,n > 1} be a triangular array
of real number with max |a,;| = O(n™!). Then

n
Zaanj — 0, a.s.
j=1

Theorem 4 Let {X,, n > 1} be a sequence
of ND random variables with EX; = 0, and
| Xy| < e, W.P.1. for some finite constants. Let
{anj,1 <j <n,n > 1} be a triangular array of
real number with max |a,;| = O(n?%) for every
B> (1/2) . Then

n
Zaanj — 0, a.s.
j=1

Proof. By Markove inequality,and Lemmas 1,3
and 4 for every € > 0 and ¢t > 0, we have

e "B exp{t| Z anj X[}
7=1

|Zan]X | >€) <

t202 n
S 26Xp{—t€ + T Z aij}.
j=1



By putting ¢t = Zzizfor some 0 < K < o0, Corollary 2.If max |a;| = O(n B(cy,Bp)™)
j=tm for some [ > (1/2), then

n 262
P(1_ anjXj| > ) < 2exp{— 21172} <
j=1 j=1 Onjj

2exp{—K?n?$~1},

hence

[1]

oo n o
Z P(| Zaanj| >e) <2 Z exp{—KQnQﬁfl} < 0.

Now Borel Cantelli Lemma complete the
proof. 0O. [2]

Theorem 5. Let {X,, n > 1} be a se-
quence of ND random variables with EX; = 0

and 02 = EX? < 00. Let
J J 3]

n
Cn = max{esssup(|B |) 1<j<n}, B?= 2032.

n
00 2¢2 [4]
If 00 exp{— 232272} < oo, for every
j=1"nj
e > 0, then
) 5]
Zaanj — 0, a.s.
j=1
_ _ [6]
Proof. By Markove inequality,Lemma 1, 3 and
4 for every € > 0, and £ > 0,

7]
d SioanXsl e
P(| Y anjXj| > €) = P(-=550 > =)

L n n

_t 7.’7 a X
< exp{B—g}E exp{t—| 25=1ng ]|} < [8]
n

te - 2 [9]
Bn 8 Z a‘nj }7

for t = — 57 we have [10]

iPU zn:aanj| >¢) < [11]
n=1 j=1

2

n
Zaanj—>0, a.s. 0O
i=1
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