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Abstract: - In this paper, some application of computational intelligence techniques in active 
networking technology well be presented. Computational intelligent techniques, e.g., neural 
networks, fuzzy systems, neuro-fuzzy systems, and evolutionary algorithms have been successfully 
applied for many engineering problems. The introduction of active networking adds a high degree of 
flexibility in customizing the network infrastructure and introduces new functionality. Therefore, 
there is a clear need for investigating both the applicability of computational intelligence techniques 
in this new networking environment, as well as the provisions of active networking technology that 
computational intelligence techniques can exploit for improved operation.  
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1   Introduction 
The events in the area of computer networks 
during the last few years reveal a significant trend 
toward open architecture nodes, the behavior of 
which can easily be controlled. This trend has been 
identified by several developments [1,2]. Active 
Networks (AN), a technology that allows flexible 
and programmable open nodes, has proven to be a 
promising candidate to satisfy these needs. AN is a 
relatively new concept, emerged from the broad 
DARPA community in 1994–95 [1,3,4]. In AN, 
programs can be “injected” into devices, making 
them active in the sense that their behavior and the 
way they handle data can be dynamically 
controlled and customized. Active devices no 
longer simply forward packets from point to point; 
instead, data is manipulated by the programs 
installed in the active nodes (devices). Packets may 
be classified and served on a per-application or 
per-user basis. Complex tasks and computations 
may be performed on the packets according to the 
content of the packets. The packets may even be 
altered as they flow inside the network.  
Computational Intelligence (CI) techniques have 
been used for many engineering applications [5-
10]. CI is the study of the design of intelligent 
agents. An intelligent agent is a system that acts 
intelligently: What it does is appropriate for its 
circumstances and its goal, it is flexible to 
changing environments and changing goals, it 
learns from experience, and it makes appropriate 
choices given perceptual limitations and finite 
computation. The central scientific goal of 

computational intelligence is to understand the 
principles that make intelligent behavior possible, 
in natural or artificial systems. There are some 
concepts of CI like: fuzzy sets and systems, neural 
networks, neurofuzzy networks and systems, 
genetic algorithms, evolutionary algorithms, and 
etc. 
Due to highly nonlinear behavior of 
telecommunication systems and uncertainty in the 
parameters, using the CI and Artificial Intelligence 
(AI) techniques in these systems has been widely 
increased in recent years [11-17]. CI and AI 
techniques can be used for the design and 
management of communication networks. In the 
network-engineering context, such techniques have 
been utilized to attack different problem. A 
thorough study of application of CI in traditional 
networks, such as, IP, ATM, Mobile networks can 
be found in the literature [16-19]. In this paper, the 
application of CI and AI techniques for active 
networks technology will be studied. CI can be 
employed to control prices within the market or be 
involved in the decision process. The environment 
we provide can act as a testbed for attacking 
several other control problems in a similar fashion.  
 

2   Active networking technology 
Active networking technology signals the 
departure form the traditional store-and-forward 
model of network operation to a store-compute-
and-forward mode. In traditional packet switched 
networks, such as the Internet, packets consist of a 
header and data. The header contains information 



such as source and destination address that is used 
to forward the packet to the next element that is 
closer to the destination. The packet format is 
standardized and processing is limited to looking 
up the destination address in the routing tables and 
copying the packet to the appropriate network port. 
In active networks, packets consist not only of 
header and data but also of code. This code is 
executed on the active network element upon 
packet arrival. Code can be as simple as an 
instruction to re-send the packet to the next 
network element toward its destination, or perform 
some computation and return the result to the 
origination node. Additionally, it is possible for 
these packets to install code whose lifetime 
exceeds the time that is needed for the active 
packet to be processed. Software modules that are 
installed in this fashion are called active 
extensions. Active extensions facilitate for 
software upgrades, new protocol implementations, 
system and network monitoring agents. Other 
potential applications that need control 
functionality to be installed on demand are also 
made possible. This is a major breakthrough 
compared to the current situation where network 
elements come with a set of configurable, yet pre-
installed options at the time the element is shipped. 
The install new functions, one has to bring the 
infrastructure off-line to manipulate its 
functionality. The architecture of an active node is 
shown in Fig. 1, based on the DARPA active node 
reference architecture [20]. 
 

 
Fig. 1. Architecture of an Active Node. 

 
The conventional node hardware and software 
provide the basic forwarding, routing, and 
signaling capability of the node. Packets typically 
pass through the normal forwarding fast path of the 
node. Packet filters detect smart packets that need 
active processing, which are demultiplexed and 
sent up the active path. The NodeOS provides 
operating system services for the active node. 
Execution Environments (EEs) provide the 

language and execution environment for active 
code. Active Applications (AAs) execute to 
provide active services. The Smart Environment 
for Network Control, Monitoring and Management 
(SENCOMM) is an EE that provides an 
environment for the execution, monitoring, and 
control of AAs for node management (MAAs), 
which is shown by SMEE in the figure.  
In active networks, functionality can be deployed 
in the infrastructure dynamically, and can be easily 
removed or replaced. This offers more flexibility in 
deploying early implementations (without having 
to stall on the standardization process), protocol 
bridged (that translates between different 
revisions/generations of a service as in the active 
bridge), and most importantly, services 
themselves: users are free to customize the 
network infrastructure to fit their needs, when such 
needs emerge. This means that, network operation, 
forms the low layers of the architecture up to the 
application layer, and could be dynamically 
customized to provide CPU and packet scheduling 
to suit application needs. Value-added services can 
be installed on network elements by appropriately 
authorized users to create a true open-service 
market. From a business perspective, one could 
even think of scenarios where a network operator 
might want to rent out a router or vine a whole 
network infrastructure, or contract another 
organization to manage the network. Secondly, the 
"en-to-end argument" , one of the Internet's key 
design principles, being attributed both to its 
success and some of the most serious problems, is 
being questioned by the active networking 
paradigm. In its original manifestation, the idea 
was to have the least possible functionality (and 
thus complexity) within the network and push the 
intelligence to the end-systems. 

 
3   Computational intelligence  
Computational Intelligence (CI) [7,10,19] is an 
area of fundamental and applied research involving 
numerical information processing (in contrast to 
the symbolic information processing techniques of 
Artificial Intelligence (AI)). Nowadays, CI 
research is very active and consequently its 
applications are appearing in some end user 
products. The definition of CI can be given 
indirectly by observing the exhibited properties of 
a system that employs CI components [10]:  
A system is computationally intelligent when it 
deals only with numerical (low-level) data, has a 
pattern recognition component, and does not use 



knowledge in the AI sense; and additionally, when 
it (begins to) exhibit 

• computational adaptivity; 
• computational fault tolerance; 
• speed approaching human-like turnaround; 
• error rates that approximate human 

performance. 
The major building blocks of CI are artificial 
neural networks, fuzzy logic, neurofuzzy systems 
and evolutionary computation. In the following, 
these topics will be briefly reviewed. 
 
3.1. Artificial neural networks 
Artificial neural network (ANN) computing is an 
approach that simulates the human brain’s neurons. 
This machine learning technology has ability to 
process massive parallel data and recognize 
patterns [21]. The ability of neural network model 
to approximate the noisy and incomplete data 
sample helps explain its current popularity [22]. 
Over the last decade, the application of ANN 
has solved many problems like 
production/operation, finance, human 
resource, accounting, marketing, and 
engineering. Moreover, Backpropagation 
Neural Network (BPN) is one of the most 
popular learning paradigms of the network 
models [21]. There are many input and output 
nodes called processing elements in ANN. The 
outputs are connected to the inputs through 
connection weights [23]. With these 
interactive nodes and weights, ANN learns and 
adjusts until they achieve optimal situation.  
 
3.2. Fuzzy sets and systems 
Fuzzy Logic, invented in 1965 by Prof. Lotfi A. 
Zadeh [25], is a branch of mathematics that allows 
a computer to model the real world the same way 
that people do. Unlike computers, people are not 
always precise. People think and reason using 
linguistic terms such as “hot” and “fast”, rather 
than in precise numerical terms such as “100 
degrees” and “70 miles per hour.” In addition, 
people can make “shades of gray” decisions, rather 
than absolute “black and white” or “yes/no” 
decisions. Fuzzy Logic provides a computer with 
the capability to make the same kinds of 
classifications and decisions that people do. The 
most common use of Fuzzy Logic is in fuzzy 
expert systems. 
The way Fuzzy Logic works is through the use of 
fuzzy sets, which are different from traditional sets 
[26,27]. A set is simply a collection of objects. 

Traditional sets impose rigid membership 
requirements upon the objects within the set. An 
object is either completely in the set, or it is not in 
the set at all. Another way of saying this is an 
object is a member of a set to degree 1 (completely 
in the set) or 0 (not in the set at all). Usually, fuzzy 
sets and granular computing, promote top-down 
design approaches. In particular, we first capture 
the skeleton of the problem and subsequently 
refine the solution by moving into processing 
smaller, more detailed information granules. When 
dealing with fuzzy sets, all processing is carried 
out at the level of such information granules.  
 
3.3. Neurofuzzy systems 
Neurofuzzy systems are currently one of the 
"flavors of the month" in the neural network and 
fuzzy logic communities. They attempt to combine 
the structural and learning abilities of a neural 
network with the linguistic initialization and 
validation aspects of a fuzzy system [28,29]. 
Neurofuzzy networks are a particular type of fuzzy 
system that uses algebraic operators and 
continuous fuzzy membership functions, as it has 
been shown that these are generally the best for 
surface fitting problems. There are several types of 
neurofuzzy system, and these are categorized by 
the type of membership functions; the two most 
common are B-splines and Gaussians. By 
regarding these fuzzy systems as types of neural 
networks, the role of the membership function in 
determining the form of the decision surface is 
highlighted, rather than its accuracy in modeling 
the vagueness or uncertainty associated with a 
particular linguistic term. This interpretation also 
provides several possibilities for utilizing inductive 
learning-type techniques to produce parsimonious 
rule bases. Thus, the mathematical rigor associated 
with adaptive neural networks can be used to 
analyze the behavior of learning neurofuzzy 
systems and improve their performance as data-
driven and human-centered approaches are being 
combined to improve the network's overall 
performance. 
 
3.4. Evolutionary programming algorithms 
Stochastic optimization algorithms [30-33], like 
evolutionary programming, genetic algorithms and 
simulated annealing, have proved useful in solving 
difficult optimization problems. In this context, a 
difficult optimization problem might mean: (1) a 
non-differentiable objective function, (2) many 
local optima, (3) a large number of parameters, or 
(4) a large number of configurations of parameters. 
Some important topics that can be discussed in this 



section are: genetic algorithms, simulated 
annealing, ant colonies, and etc. 
Whereas genetic algorithms include a variety of 
operators (for example, mutation, cross-over and 
reproduction), evolutionary programs use only 
mutation. As such, an evolutionary program can be 
viewed as a special case of a genetic algorithm.  
 

4   Application of CI in AN 
The features of active networks that are appealing 
to us in our attempt to utilize computational 
intelligence techniques are mainly: 

• Programmability: We are able to enhance 
the network infrastructure on the fly. It is 
up to us to decide what functions we want 
to add, where to add them and when to do 
this. For example, we can easily replace 
algorithm A with algorithm B when cost or 
performance indicates such a need. 

• Mobility: Our function does not need to be 
located on a single element throughout its 
lifetime. As is the agent paradigm, the 
programs we inject into the network might 
migrate from element to element to 
perform different tasks. 

• Distributivity: Our function can be 
implemented as a distributed algorithm 
with agents performing tasks and 
exchanging information throughout the 
infrastructure. 

All these are in sharp contrast with the state of the 
art, where control is either hard-coded into the 
software to the network elements that comprise the 
infrastructure or has to be performed through 
remote control interfaces (such as the configuration 
console, management and other protocols such as 
SNMP etc.).  
 
4.1. Application of computational intelligence to 
providing an economic market approach to 
resource management 
In this section, market-based resource management 
architecture for active networks will be adopted. 
Markets provide a simple and natural abstraction 
that is general enough to efficiently and effectively 
capture a wide range of different issues in 
distributed system control. The control problem is 
cast as a resource allocation problem, where 
resources are traded within the computational 
market by exchange of resource access rights. 
Resource access rights are simply credential that 
enables a particular entity to access certain 
resources in a particular way. These credentials 
result from market transactions, thus transforming 

an active network into an open service market. 
Dynamic pricing is used as a congestion feedback 
mechanism to enable applications to make policy 
controlled adaptation decisions. This system 
focuses on the establishment of contracts between 
user and application as well as between 
autonomous entities implementing the role of 
resource traders is emphasized. While this 
architecture is more oriented to end systems, the 
enhancements and the mechanisms described are 
well suited for use in active networks; Market-
based control has also been applied to other 
problems such as bandwidth allocation, operating 
system memory allocation and CPU scheduling. 
The control problem can be redefined as the 
problem of profit or utility maximization for each 
individual player. The concept of a market is 
general enough to embrace all aspects of resource 
control in different contexts and different time 
scales. From a system engineering perspective, 
market-based control augments system-level, 
design-level and administrative-level control.  
 
4.2. Application of computational intelligence 
for routing 
Routing is one of the most fundamental and at the 
same time most complex control problems in 
networking. Its function is to specify a path 
between two elements for the transmission of a 
packet or the set-up of a connection for 
communicating packets. There are usually more 
than one possible paths and the routing function 
has to identify the one that is most suitable, taking 
into consideration factors such as cost, load, 
connection and path characteristics etc. In best 
effort networks, such as the Internet, routing is 
based on finding the shortest path, where the 
shortest path is defined as the path with the least 
number of "hops" between source and destination. 
For more advanced network services, such as the 
transmission of multimedia streams that require 
qualitative guarantees, routing considers factors 
such as connection requirements (end-to-end delay, 
delay variation, mean rate) and current (or future) 
network conditions. Furthermore, the information 
available to the decision process might be 
inaccurate or incomplete. Given the above, routing 
becomes a complex problem, with many aspects, 
including the perspective of a multi-objective 
optimization problem. Maximization of resource 
utilization or overall throughput, minimization of 
rejected calls, delivery of quality of service 
guarantees, fault-tolerance, stability, security 
consideration for administrative policy are just a 
few of the properties that are requirements for an 



acceptable solution. Issues of active organization 
and an approach for quality of service routing 
restricted to the case of routing connections with 
specific bandwidth requirements. Our goal here is 
to address the routing problem using CI. The 
solution we propose involves the following 
components: 
• Roaming agents are moving from element to 

element to collect and distribute information 
on network state. Another difference is that 
in our work the agents operate within the 
metaphor of the active network economy 
rather than as an ant colony where ants are 
born, feed, reproduce and die. At each 
element, they communicate with the 
Resource Brokers or other Roaming Agents 
to trade topology information and 
connectivity costs. For efficiency, roaming 
agents are small-sized programs that take the 
form of active packets to travel throughout 
the infrastructure. 

• Routing agents, at each network element, are 
responsible for spawning roaming agents and 
are also the recipients of the information 
collected by them. Routing agents also act as 
resource brokers for connectivity. Routing 
agents rely on the CI engine for setting their 
operational parameters and processing the 
information collected from the roaming 
agents. 

• The CI engine is a set of active extensions 
that include several subcomponents. These 
subcomponents from a generic library-like 
algorithmic infrastructure. For each problem, 
the Configuration and Information Base 
(CIB) is used to store information that is 
specific to the problem domain. This 
information evolves as the engine learns the 
problem space. The CI engine can be further 
populated on demand with active extensions; 
however the above structure ensures 
scalability and ease of use by providing a set 
of commonly used tools.  

The components we have currently implemented 
for the CI engine are: 
• An Evolutionary Fuzzy Controller (EFC), 

which clusters paths according to their 
current state characteristics. This effectively 
hides or exposes details on routing 
information thus effectively controlling 
information granularity. For example, if 
information is inaccurate it is encapsulated 
as fuzzy set membership, or if information 
irrelevant it is eventually dropped. 

• A Stochastic Reinforcement Learning 
Automation (SELA) which, given a set of 
input parameters, internal state and a set of 
possible actions computed the beast action 
out of the set. Applied to the routing 
problem, given a set of paths, it computes 
the "best" route for a given set of connection 
constraints. 

• An Evolutionary Fuzzy Time Series 
Predictor (EFTSP) that can be used for 
predicting traffic loads on network links 
based on past link utilization information.  

 

5   Conclusion 
In this paper, some applications of computational 
intelligence techniques in active networking 
technology were presented. One of these possible 
applications is the novel approach to routing in 
active networks, which promises to address 
different aspects of the problem, using the 
strengths of computational intelligence and the 
infrastructural provisions of active networks. 
Another interesting application area is in problems 
that have a lower feedback cycle, such as traffic 
shaping and policing.  
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