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Abstract: - In this paper we introduce a mixed signal multiplier principle for the implementation of analog mas-
sively parallel computation arrays in a standard CMOS process. This principle is a powerful method to perform
simple preprocessing algorithms for highly parallel data streams, e.g., image data, and is dedicated for compact
low power implementationsof both theacquisition and preprocessing unit. Theprocessing of parallel datain their
original parallel form avoids thehigh-power consuming serial processing commonly used in digital computation
systems. Using simpleelectrical relationships, likeKirchhoff’s current law, or thebehavior of a single transistor
weareable to perform multiplication and summation operations in ahighly parallel manner, frequently required
in imageprocessing algorithms. To overcometheessential drawback of the lower accuracy of analog signal pro-
cessing wepresent amixed signal multiplier principle. Asan application examplean architecture for performing
a2D DiscreteCosineTransform isreported. System simulationsof thisarchitectureindicated aPSNR better than
40dB in consideration of given process variations.
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A Mixed Signal Multiplier Principle for Massively Parallel Analog
VLSI Systems
1  Introduction
The increasing need for portable devices forces the
development of signal processing systems with very
low power consumption. It is also driven by concerns
about thegrowing relativecostsof power suppliesand
heat removal systems. Besides the further improve-
ment of existing solutions it isnecessary to investigate
new approaches with respect to low power
consumption.
Thenovel principle, presented in section 2, isappropri-
ate for processing parallel data streams, e.g., from an
image sensor array, without data serialization. It per-
forms multiplication and summation of digital values
with analog values in a highly parallel way with low
power consumptionand thefeasibility of an implemen-
tation in a conventional digital CMOS-process.
Frequently used imageprocessing algorithms or trans-
formations, e.g., filteringor DCT, arebasedon thistwo
mathematical operations.
Section 3 presents an appropriate architecture for a
common implementation of an image sensor and DCT
unit performing the data compression.
For the implementation, described in section 4, we
extensively used analog switched circuitry in the cur-
rent domain. The class of Switched-Current (SI)
circuitry features ahigh accuracy andacompact design

compared to continuous processing circuits. The
achieved accuracy is sufficient for a wide range of
image processing applications.
System simulationsof thereported architectureexhibit
theapplicability of analog circuitry for imageprocess-
ing, as presented in section 5.

2  The mixed signal multiplier principle
Low level processing algorithms for parallel data usu-
ally require huge amounts of multiplications and
summations. In most cases the product of an analog
value, e.g., apixel dataof an imagesensor, and adigital
value, e.g., a coefficient, is calculated, and the results
of several multiplications are summed. The conven-
tional approach to manage this problem is depicted in
Fig. 1.

Fig. 1: The conventional approach
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The analog values are converted and exclusively pro-
cessed in the digital domain, whereby the computation
is performed sequentially. This results in a high accu-
racy and also in a high power dissipation due to the
huge number of transfer operations and high clock
rates. Avoiding this drawback, we present a new mixed
signal approach, depicted in Fig. 2.

Fig. 2: The mixed signal parallel approach

The analog values are processed in their original paral-
lel form. This avoids the transfer operations and results
in a compact design with low power consumption. The
essential drawback of limited accuracy due to the use
of analog circuits is overcome by the selection of an
appropriate circuit technique, that will be reported in
later sections.
The operation to be performed can be expressed as Eq.
(1).

(1)

The basic idea of the new approach is the sequential
multiplication of the analog value ‘X’ with only one bit
‘Ck’ of the digital value at a time. For this purpose Eq.
(1) is rearranged:

(2)

Hence, the multiplication can simply be performed
using a switch controlled by the value of Ck∈{0,1},
resulting again in an analog value. In the following this
architecture is called one-bit multiplier. For summation
we extensively use Kirchhoff’s current law:

, (3)

supposing a current representation of the analog val-
ues, that is advantageous for the use of current mode
circuitry. The multiplication is completed by shift and

accumulate operations (*2k, accu), that can be done in
a very easy and effective way in the digital doma
after A/D conversion.
Now the principle is applied to the 2D DCT. The trans
formation can be written as:

, (4)

after rearranging we obtain:

. (5)

Fig. 3: The mixed signal multiplier principle

One-bit multipliers are placed in an array, and all ou
puts which have to be summed up are simp
connected by wires. At this point the A/D conversio
can be performed by a current mode A/D converter [2
Finally, shift and accumulate operations complete t
one-bit multiplication to a full scale operation, a
already mentioned. For visualization see Fig. 3.
Equation (5) shows, that many simple image proces
ing algorithms, e.g., filtering and transformations, a
dedicated for using the mixed signal multiplie
principle.
The desired parallel processing is limited by the num
ber of one-bit multipliers that can be implemented
However, an implementation of a higher number
multiplier cells is achievable due to the small require
area of about 500µm2 and the low power consumption
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of less than 400nW for one cell, that will be discussed
in section 4.

3  The Architecture

Fig. 4: Architecture of sensor and 2D DCT unit

The mixed signal multiplier principle is applicable to
performing image processing algorithms. In this sec-
tion we describe an architecture (see Fig. 4) dedicated
for the 2D DCT of image sensor data, where the sensor
matrix and the DCT unit will be implemented on one
die.
In contrast to section 2 the functionality of the one-bit
multiplier has been extended. Due to the sequential
processing of the coefficient-bits ‘Ck’ the brightness
values ‘Xi,j’ have to be kept constant over all digital
accumulations. Hence, we use a Sample & Hold stage
to store the brightness value. Combined with a switch
we obtain the extended one-bit multiplier, see inset of
Fig. 4.

Now, the analog brightness value can sequentially
switched to a common summation line depending o
the binary value of the coefficient-bit ‘Ck’.
The architecture, depicted in Fig. 4, works as follow
The first eight rows of the sensor pixel matrix are rea
out and written to an array of extended one-bit mult
pliers. In contrast to Fig. 3 the one-bit multipliers of ou
architecture are placed in columns of 64 elemen
Therefore, all 64 DCT-coefficients can be applied to a
one-bit multipliers at the same moment. For all coeff
cient-bits the output currents of the one-bit multiplier
are summed up per column, and the A/D conversion
performed followed by appropriate shift and accumu
late operations. This is done for all 64 DCT
coefficients, and, accordingly, the 2D-DCT for eigh
rows is performed. All steps described above are ex
cuted for every block of eight rows until all image dat
are processed.

4  Implementation
The main drawback of using analog circuitry for signa
processing is the limited accuracy. To overcome th
limitation we extensively used the Switched-Curren
technique (SI-technique) for the implementation of th
algorithm described above. The SI-technique is we
known and widely used for high accuracy analog sign
processing applications, e.g., high precision A/D
converters.

Fig. 5: Switched-Current memory cell

The S&H-circuit necessary for our application is rea
ized by a fundamental SI-building block, the Switched
Current memory cell, depicted in Fig. 5. Neglecting a
non-ideals the following relationship holds:

. (6)

The SI-memory cell has widely been investigated, a
many solutions for minimizing non-ideal influences
e.g., clock-feedthrough or limited output resistanc
are reported in several publications [6]-[8]. For our S
memory cell design we used a clock-feedthrough com
pensation technique proposed by D. M. W. Leenae
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et al. [5] and a simple cascode stage enhancing the out-
put resistance, see Fig. 6. To handle positive and
negative coefficients two separate summation lines per
column have been implemented, one of these is also
used for writing input data. The application of gate
capacitors as storage devices is more area efficient than
poly-poly capacitors and makes our circuit compatible
to modern standard digital technologies.

Fig. 6: Implemented SI-memory cell

Due to the goal of a low power application, subthresh-
old transistor operation is essential. Therefore, we have
to deal with currents of some ten nanoamps. This
makes the design more sensitive to deviations due to
technological variations, e.g., threshold voltage mis-
match. The SI-technique is relatively insensible to
these kinds of deviations, another pro for choosing it.
The residual relative error of the output current is
below 1%, including threshold voltage mismatch and
systematic errors, e.g., clock-feedthrough.
In preparation for an implementation of the whole sys-
tem, comprising the sensor with preprocessing unit, a
test structure containing three columns of 64 SI-mem-
ory cells has been implemented. We expect test results
by the mid of July. For visualization the layout view of
one cell is depicted in Fig. 7. In a standard 0.65µm
CMOS process the cell is (24× 19)µm2 in size. The

cell is designed to operate with a bias current I0 = 50nA
and a signal current of 0...100nA. Under these cond
tions the settling time is .

Fig. 7: Layout view of the implemented SI-
memory cell, size: (24× 19)µm2

5  System simulations

Fig. 8: Steps of the system simulation

A fundamental aspect of interest is how the non-ide
effects of the multiplier cells influence the behavior o
the system. For this reason a system simulation h
been performed, including the steps depicted in Fig.
To derive the necessary resolution ‘x’ of the A/D-con
version, this value has been parameterized. For all ru
12bit quantized DCT-coefficients have been used.
To assess the image quality the PSNR (Peak Signa
Noise Ratio) is applied:
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, (7)

where I1 and I2 are the original and the distorted image,
respectively.

Fig. 9: Results of system simulation

For the simulation an image with 128× 128 pixels and
values between 0 and 255 have been used.The random
error in the one-bit multiplier array is assumed to be
non-correlated among the cells. A Gaussian distributed
error is added to the summation result of each column,
whereby the distribution has a standard deviationσ,
relative to the summation result. Simulations of our SI-
memory cell indicated a standard deviation ofσ = 1%.
To assess the system’s behavior in case of higher cell
errors, system simulations withσ = 2% andσ = 3%
have been accomplished. These results for different
resolution levels ‘x’ are reported in Fig. 9.
Selected images of the simulation results are shown in
Fig. 11 to Fig. 13 to visualize image quality.
With respect to the error behavior of our SI-memory
cell the system simulation shows good results with the
typical error and even acceptable results with an
increased error. The achievable image quality mainly
depends on quantization, that can be adapted by choos-
ing an appropriate A/D-converter. For lower quality an
8bit A/D-converter would be sufficient, whereas 10bit
resolution is necessary for higher quality.

Fig. 10: Original image, 128× 128 pixel

Fig. 11: Simulation result with the typical
standard deviation ofσ = 1% and an A/C-
converter resolution of 10bit

Fig. 12: Simulation result with the increased
standard deviation ofσ = 2% and an A/C-
converter resolution of 10bit
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Fig. 13: Simulation result with the increased
standard deviation ofσ = 3% and an A/C-
converter resolution of 10bit

6  Conclusion
In this paper the mixed signal multiplier principle was
introduced. This principle is appropriate for multiply-
ing analog and digital data in a highly parallel way. An
application of the principle was presented by reporting
on an architecture for performing a 2D DCT, where the
signal acquisition system (an image sensor) and the
DCT-processing unit are implemented on one die. This
results in a very compact information processing sys-
tem with low power consumption – an appropriate
solution for portable applications. A test implementa-
tion of this architecture is under production.
The system behavior was investigated with respect to
process variations. System simulations of the architec-
ture showed good results, whereby a PSNR of 41dB
was achieved for the typical error of our one-bit multi-
plier. Hence, we can conclude that the mixed signal
multiplier principle as well as the chosen implementa-
tion are suitable to perform a 2D DCT in parallel.
Further research is currently being carried out for
implementing the whole system on a single chip and
adapting the principle to related applications, e.g.,
image filtering and other preprocessing algorithms.
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