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Abstract: - Interest point detection is essential process for many computer vision applications, which must provide invariant points to several image variations, such as, rotation, zoom, blur, illumination variation and change of viewpoints. Harris-Affine detector is considered as one of the most effective interest point detectors, although it still presents vulnerability to some image. This paper proposes an improved Harris-affine interest point detector based on two-dimensional weight Atomic functions to improve the repeatability and stability of detected points of Harris-Affine detector, in which the Gaussian kernel is replaced by the \( \up(x) \) Atomic Function. Evaluation results show that the new image interest point detector, called Atomic Harris-Affine detector, improves the repeatability in about 40% compared with the conventional Harris-Affine detector, under several conditions such as blurring, illumination changes, change of viewpoint, as well as other geometrical and affine transformations.

Key-Words: - interest points detector; Atomic function; Harris-Affine detector; repeatability; convergence rate

1 Introduction

Interest point detection is a core problem of many computer vision applications, such as image recognition, learning visual categories, 3D reconstruction, image mosaicing, image retrieval [1-4]. Interest points make possible estimating a set of local features that are invariant to a variety of viewing conditions such as blur, zoom, rotation, affine variations, illumination changes, partial occlusion, etc. This set of local features is essential for the above mentioned applications, because they can define, uniquely, the spatial location, orientation and scale of each object in a scene. Therefore, several interest point detectors have been proposed during the last several years, which are Harris [5], Harris-Laplace [6], Harris-Affine [7], Susan [8], LoG [9], etc. However, almost all of them still present several difficulties in achieving invariance under several viewing conditions.

An efficient interest point detector must satisfy, besides geometrical invariance, three other main properties. First, interest point detector should be robust to the variations of its capture condition, such as noise, blurring or illumination changes. Second, interest points should clearly stand out against its neighborhood, being as distinctive as possible. And third, high percentage of interest points detected from two images of the same object, taken under different viewing conditions should be detected in both images, i.e. high rate repeatability [10]. These properties are quite general for almost all applications; though depending on the application task, several properties can be more relevant than others. Until now, different problems of the interest point detection have been analyzed and reviewed by Moravec [11], Harris and Stephens [5], Shi and Tomasi [12], Beaudet [13], Mokhtarian and Suomela [13], and some improvements presented in [6, 7] and [15, 16].

Most of the current local invariant interest point detectors are based on the classical interest point detectors, such as Harris and Hessian detectors, that are a fundamental part of several modern interest point detectors. Robustness to rotation, illumination variation and noise contamination are the principal advantages of Harris-based detector, which can be considered as one of the most reliable interest point detectors due to its accuracy shown in performance evaluations reported in [17-20], and in several applications reported in [21-23] where Harris or Harris-based detector has been successfully used. However, the interest points detected by Harris-based detector [5] are not invariant in scaling variation and drastic affine deformations. Therefore this detector was improved to be invariant to scale and affine transformations [7]. Recently several approaches to improve the Harris-based interest point detector have been proposed, for example in
a non-parameter Harris-Affine detector is reviewed. Likewise Sipiran [25] proposed a 3D detection based on Harris detector, as well as Gevrekci and Kadir [26] present a method which improves the repeatability rate of Harris detector under illumination variations. However, almost all related works do not heed about the weak frequency response of the Gaussian kernel used in Harris-based detector. L. Zhang and D. Zhang [27] proposed a bilateral weighting function is used instead of Gaussian Function; however this algorithm was only evaluated using synthetic images. 

Recently Atomic functions [28] are employed successfully to improve the performance in several signal and image processing applications requiring some kind of weighting operations such as pattern recognition [29], optical flow estimation [30]. In [31] we probe that the interest point detection can be improved if the Gaussian function is replaced with an atomic function in the conventional Harris detector, especially for blurred or smoothed images and images captured by different viewpoints. Considering that Harris-Affine is based on affine normalization around multi-scale Harris points, which implies several filtering operations based on Gaussian kernel, therefore applying Atomic Function instead of Gaussian function, the detection accuracy can be expected to be improved notably.

This paper proposes an improved Harris-Affine detector interest point which a Gaussian function is replaced by an Atomic function to improve the repeatability rate of interest points under several imagining conditions, such as illumination level, blurring level, viewpoints and any affine transform including rotation, scaling and shearing. The proposed detector provides not only a higher accuracy of interest point detection, but also a better convergence property than that of the conventional Harris-Affine detector.

The rest of the paper is organized as follows, Section 2 gives a description of Multi-scale Harris, Harris-Laplace and Harris-Affine detector, Section 3 provides a description of the proposed interest point detector. Section 4 shows a performance of the proposed detector comparing with the conventional Harris-Affine detector and finally Section 5 presents the conclusion of this work.

2 Scale and Affine invariant Interest Point Detectors

Harris Detector [5] is one of the most popular corner-based detectors. Its strong invariance to rotation, noise contamination and illumination variations is the main reasons for this popularity. This detector has been extended giving as a result several other approaches such as Harris-Laplace [6] and Harris-Affine [6, 7, 32] which are respectively scale and affine invariant detectors. All those versions employ the second moment matrix to detect interest points in an image, which are used to recognize, classify and detect objects [33] among many other applications.

2.1 Harris Detector

Harris detector [5] is one of the interest points detector most used nowadays and recently has been shown an important relation with the computational visual attention model of visual perception [34]. Harris detector improved the approach proposed by Moravec [11] by performing an analytical expansion of the average intensity variance, wherein a “corner” corresponds to a region of an image $I$ with locally maximized directional derivatives, within a neighborhood, in any $I_x$ and $I_y$ direction. The cornerness of Harris function is given by

$$cornerness = \det M - k (\text{trace} M)^2$$

where $M$ is given by

$$M = \sum_{x,y} w(x,y)^* \begin{bmatrix} I_x^2 & I_x I_y \\ I_x I_y & I_y^2 \end{bmatrix}$$

The term $w(x,y)$ represents the Gaussian kernel and $k$ is an arbitrary constant (usually determined between $0.02 < k < 0.06$ ) used to reduce the effect of a strong contour.

In order to achieve the corner points a threshold $th$ is established for the cornerness value. It is worth noting that the parameters $k$ and $th$ must be manually set to avoid false corner points. Then, the point $(x,y)$ is considered as a corner point if $cornerness > th$. From the Eq. (2) the Eigenvalues $\lambda_1$ and $\lambda_2$ of $M$ matrix in Eq. (2) are yielded, which are essential to determine the value of the cornerness, as shown in Eq. (3).

$$\det M = \lambda_1 \lambda_2$$

$$\text{trace } M = \lambda_1 + \lambda_2$$

Hence using Harris detector three kinds of regions can be detected, i.e., if $\lambda_1$ and $\lambda_2$ are small, it
means a flat region. Moreover, if \( \lambda_1 > \lambda_2 \) or \( \lambda_1 < \lambda_2 \) it is referred to an edge region. A corner is detected when the eigenvalues \( \lambda_1 \) and \( \lambda_2 \) are larger in all directions.

2.2. Harris-Affine Detector

The scale & affine invariant version of Harris detector was introduced in [6], where the Harris-Laplace detector was extended to Harris-Affine detector to deal with any affine transformations, starting from the premise of the scale-space or multi-scale Harris Detector.

2.2.1. Multi-Scale Harris Detector

The Multi-scale Harris detector handles local image structures at different scales, when the scale factor increases the fine structures vanish while the coarser structures emerge. Multi-scale stage arises by modifying the second moment matrix \( \Sigma \), according to the next equation

\[
\sigma_n = \xi^n \sigma_0
\]

where \( \sigma_n \) represents a pre-selected set of scales and \( \xi \) is the scale factor between successive levels (experimentally set to 1.4). Thus Eq. (4) is computed with \( \sigma = \sigma_n \) and \( \sigma_0 = s \sigma_n \), where \( s \) is a constant factor (generally set to 0.7).

Harris-Laplace detector selects the points for which the Laplacian of the Gaussian function [35] (see Equation (8)) attains a maximum over scale in an iterative way. In this manner Harris-Laplace simultaneously detects the location and the scale of interest points.

Thus, Harris-Laplace detector finds the best location at this scale according to (6) and the most suitable scale between the finer and the coarser level according to (8).

2.2.2. Harris-Laplace Detector

Harris-Laplace detector [6] uses the scale adapted Harris function shown in the Eq. (4) to detect the interest points at different scales, according to the next equation

\[
\sigma_n = \xi^n \sigma_0
\]

The local maxima of cornerness determine the location of scale invariant interest points.

\[
\sigma_n = \xi^n \sigma_0
\]

where \( \sigma_n \) represents a pre-selected set of scales and \( \xi \) is the scale factor between successive levels (experimentally set to 1.4). Thus Eq. (4) is computed with \( \sigma = \sigma_n \) and \( \sigma_0 = s \sigma_n \), where \( s \) is a constant factor (generally set to 0.7).

Thus, Harris-Laplace detector finds the best location at this scale according to (6) and the most suitable scale between the finer and the coarser level according to (8).

2.2.3. Harris-Affine Detector

The basic idea introduced by Harris-Affine detector is to select the characteristic scale and the characteristic elliptic shape iteratively using the second moment matrix, given by [32]

\[
\mu(x,y,\Sigma_I,\Sigma_D) = \det(\Sigma_D)w(x,y,\Sigma_I)
\]

Equation (9) is used to estimate the anisotropic shape of a neighborhood of the interest point. The integration and differentiation of the Gaussian kernels are determined by the covariance matrices \( \Sigma_I \) and \( \Sigma_D \), respectively, which differ in scale but not in shape. Note that this procedure involves a 2D convolution, which is computationally very expensive.

To reduce the computational cost and limit the search space, the eigenvalues of the second moment matrix are calculated according to (4). To obtain the...
shape adaptation matrix, the eigenvalues obtained from (4) are used to measure the affine shape of the point neighborhood. In [7] it is supposed that a local anisotropic structure is a representation of an affine transformed isotropic one. For that reason, it is necessary to find the transformation that projects the anisotropic pattern to its isotropic related structure. This transformation is done by normalizing the shape adaptation matrix, such that the obtained isotropic structure must provide equal eigenvalues, in terms of the second moment matrix \( \mu(x, y, \sigma_I, \sigma_D) \), which are used to measure the affine shape of the neighborhood of the point. Thus, the affine normalization of points \((x_R, y_R)\) and \((x_L, y_L)\) is given by the transformation shown in Eq. (10)

\[
\begin{align*}
(x'_R, y'_R) &= (x_R, y_R) \mu_R^{1/2} \\
(x'_L, y'_L) &= (x_L, y_L) \mu_L^{1/2}
\end{align*}
\] (10)

Such that, the normalized regions are related by a simple rotation \((x_R, y_R) = R(x'_R, y'_R)\) and the affine deformation can be determined by a rotation factor \(R\), according to Baumberg [37], as shown in Fig. 1.

![Fig. 1. Isotropic neighborhoods related by image rotation](image)

The local isotropy of the transformed region can be measured by the similarity of the eigenvalues \(\lambda_{\text{min}}(\mu)\) and \(\lambda_{\text{max}}(\mu)\) of the second moment matrix \(\mu(x, y, \sigma_I, \sigma_D)\), as shown below

\[
Q = \frac{\lambda_{\text{min}}(\mu)}{\lambda_{\text{max}}(\mu)}
\] (11)

where \(Q\) is the normalized measure of the isotropy and varies in the range \(0 < Q \leq 1\), being \(Q = 1\) a perfect isotropic structure.

On the other hand the shape adaptation matrix is calculated by transforming the image using the U-transformation shown in (12) applying a uniform kernel instead of applying the elliptical Affine Gaussian kernel, i.e., a local window \(w\) (decomposed into two 1D convolutions) is centered at interest point \((x, y)\) and it is transformed by (12) as shown in [6]

\[
U^{(k-1)} = \left(\mu^{1/2}\right)^{(k-1)} \ldots \left(\mu^{1/2}\right)^{(0)} U^{(0)}
\] (12)

For any \(k\) iterations, the integration and differentiation scale determine the second moment matrix \(\mu\). To calculate the maximum of the Harris cornerness around the point \((x_w, y_w)\) in the affine normalized window \(W\), it is necessary to correct the initial point translating it using the displacement vector and inverse transforming the resulting point to get the image in the original domain [6].

\[
\begin{align*}
(x(k), y(k)) &= (x(k-1), y(k-1)) + U^{(k-1)}. \\
(x_w(k), y_w(k)) &= R(x'_L, y'_L) + (x'_R, y'_R)
\end{align*}
\] (13)

These two last steps are iteratively done until the second moment matrix shows isotropic image regions, according to the convergence ratio as follows [6]

\[
(1 - Q) < 0.05
\] (14)

Thus, when (14) is true the value of \(Q\) is sufficiently close to 1, which means a perfect isotropic structure, and then the second moment of the transformed region is sufficiently close to a pure rotation, by the other hand, divergence is used to discard features with eccentric deformations, according to the next Equation [6]

\[
\frac{\lambda_{\text{min}}(U)}{\lambda_{\text{max}}(U)} < 6
\] (15)

### 3 Proposed Interest Point Detector

Several interest point detectors invariant to scale and affine distortions have been developed during the last several years as shown in Section 2. Among them, the Harris-Affine [7] detector, which selects
image regions that have sufficient image-gradient energy in orthogonal directions, is one of the most widely used. However, this detector still presents vulnerability to some image variations due to non-efficient filter operation based on Gaussian kernel. To overcome this problem we proposed a Harris-Affine based detector in which Gaussian kernel is replaced by the $up(x)$ atomic function in each stage. This is because, generally Atomic functions have a compact support and recently it has been shown that if the Gaussian kernel is replaced by an Atomic function the accuracy of interest point detection can be improved [31]. The proposed Atomic Harris-Affine detector, where the Gaussian function is replaced by the atomic function $up(x, y)$, consists of the following steps:

a. Detect the initial regions at location $(x^{(0)}, y^{(0)})$ and scale $\sigma_{I}^{(0)}$, using the Multiscale Harris detector [6], replacing the Gaussian function by $up(x, y)$ as follows

$$\mu(x, y, \sigma_I, \sigma_D) = \sigma_U^2 up(\sigma_I)$$

$$L_i(x, y, \sigma_D) = up(x, y, \sigma_D) \ast I(x, y)$$

b. Use the identity matrix $I$ to initialize the shape adaptation matrix $U^{(0)}$.

c. For each $k$-th iteration an image region $W_{(x,y)}$ centered at the point $(x_w, y_w)$, i.e. at the coordinates of the $U$-transformed image must be normalized, such that

$$(x_w^{(k-1)}, y_w^{(k-1)}) = U^{(k-1)^{-1}}(x^{(k-1)}, y^{(k-1)})$$

(18)

d. Select the integration scale $\sigma_I^{(k)}$ at the point $(x^{(k-1)}, y^{(k-1)})$, which maximizes the absolute value of the Laplacian, as shown in (8). Note that the image derivatives are convolved with the $up(x, y)$ kernel.

e. Select the differentiation scale $\sigma_D^{(k)} = s \sigma_I^{(k)}$ for $s \in [0.5, K, 0.75]$, so that the value of the isotropy ratio $Q$ is maximum. Thus $Q$ is calculated by computing the second moment matrix at the point $(x_w^{(k-1)}, y_w^{(k-1)})$, from the image region $W$, i.e.,

$$\mu(x^{(k-1)}, y^{(k-1)}, \sigma_I^{(k)}, \sigma_D^{(k)})$$

f. From a maximum of the Harris cornerness (see (6)), detect the spatial location $(x_w^{(k)}, y_w^{(k)})$ and compute the localization of a region in the original image domain using (13).

g. Update the shape adaptation matrix to

$$U^{(k)} = \mu^{(k)} \cdot U^{(k-1)}$$

$$\mu^{(k)} = \mu_{I}^{1/2}[(x_w^{(k-1)}, y_w^{(k-1)}, \sigma_I^{(k)}, \sigma_D^{(k)})]$$

(20)

h. Normalize $U^{(k)}$ such that $\lambda_{\max}(U^{(k)}) = 1$.

i. Go to step b if the eigenvalues of the second moment matrix for the new point are not equal, according to the convergence criterion given by (14) or divergence according to (15).

It is worth noting that the operation number of proposed and conventional Harris-Affine is the same, because the values of $up(x, y)$ can be computed in advance and store in a table to be used when they are required.

Figure 2 illustrates the filter response of 2D-Gaussian and 2D-$up(x, y)$ kernel, operating in a derivative way to calculate the matrix $\mu$. The second and third columns show the filtered images in each stage. From this figure it follows that the resulting image filtered with 2D-$up(x, y)$ preserves more details compared with the corresponding Gaussian filtered image. Then, this characteristic of $up(x, y)$ function can be used to improve the Harris-Affine detector.

3.1 UP(x) Atomic function

The Atomic functions (AFs) were introduced in 1975 by Rvachev [36]. The most popular Atomic function is the termed $up(x)$ function which is given by (16). This function is generated by infinite convolutions of rectangular impulses

$$up(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \prod_{k=1}^{\infty} \frac{\sin(u.2^{-k})}{u.2^{-k}} du, x \in [-1,1]$$

(21)

In general AFs provides better frequency response than the classical windows, reducing spectral leakage, which benefit many applications such as filtering, spectral analysis, detection accuracy, resolution and dynamic interval, etc. as exposed in [13]. Fig.3 shows the traditional 1D Gaussian kernel evaluated in the range [-1,1] and its spectrum, as well as the kernel and spectrum of $up(x)$ function evaluated in the same range.
Fig. 2 Filtering performance of Gaussian and \( up(x, y) \) functions.

Fig. 3 Comparison of the Stop-band attenuation of \( up(x) \) Atomic Function and Gaussian Function

As shown in Fig. 3, AF functions allow to decrease the lateral side lobes and to increase the wide of the main lobe at the same time, improving in such way the performance of the interest point detector. The kernel shape of \( up(x) \) allows to filter the image decreasing the information loss and smoothing in an effective way the image. The main advantages of the Atomic Functions lie on the spectral benefits [28].

Harris-Affine process involves several filtering operations using the Gaussian kernel; however this kernel introduces information loss as shown in Figures 2 and 3. This information loss causes a performance degradation of the conventional Harris-Affine detector; therefore the use of \( up(x) \) Atomic function instead of Gaussian function can be expected to improve the detection performance. To use the \( up(x) \) function as 2D weighted function, firstly this function must be extended in 2D.

4. Experimental Results

In this section, the performance of the proposed Atomic Harris-Affine is evaluated using several images stored in the database [37], as well as some other images. This database shows images which have been taken under several image conditions such as blurring, illumination changes, zooming and viewpoint changes, as shown in Fig. 4. To evaluate
detection accuracy of interest points using both detectors: proposed and conventional one, the repeatability measure is used and also the detection accuracy improves the convergence property of scale and shape adaptation in both detectors. Both detectors are evaluated using the repeatability of detected interest points between two images with different image condition generated by a known homographic transformation. The repeatability gives a measure to determine the ratio between the numbers of corresponding regions centered by each interest point in a pair of images with different imaging condition which is given by

\[
\text{Rep} = \frac{\text{# of corresponding regions}}{\text{# of detected regions}} \times 100
\]  

(22)

Fig. 5 Comparison of stability of the interest points detected by the proposed and conventional detectors when several geometrical transforms are applied to “Lena” image. Again the interest points detected using proposed detector are more stable than these detected using the conventional Harris-Affine detector, especially when rotation and shearing are applied to the image. The repeatability rate given by (20) of proposed Atomic Harris-Affine and Harris-Affine detectors using images with several imaging condition shown in Fig. 4 are calculated, which are given in Fig. 6.

Fig. 6 Comparison of repeatability of interest points under several imaging condition.

Figure 6 shows the repeatability of interest points detected by proposed and conventional detectors under six different burring levels, it is notable the
improvement introduced by proposed approach providing 10%-30% better rates than the conventional one. It also shows the repeatability rates under different viewpoints. Again the proposed approach outperforms this rate by 5%-20% depending on viewpoint angles, compared with the conventional one. Fig. 6 provides also a comparison of the repeatability between both detectors under different scaling and rotation distortions. This type of distortion is commonly occurred, when a same scene is captured from different points including different distance between the object and viewpoint. Finally Fig. 6 shows this rate under lossy compression by JPEG algorithm with different compression rates. In both cases, the repeatability rate of the proposed detector is much better than that of the conventional one. In case of the illumination variation, improvement is more than 20% and in case of JPEG compression, the improvement reaches more than 30%, especially when the image is compressed with high compression rate.

The convergence rate is other very important property for the Harris-Affine algorithm, in which final detected regions centered by the interest points are obtained after several iterations until the convergence criterion given by

\[
\text{Conv - rate} = \frac{\# \text{ of converged initial regions}}{\# \text{ of initially detected regions}} \times 100 \quad (23)
\]

is satisfied. If an interest region is obtained accurately in the initial step of the algorithm, this region can be converged after a few iterations, while if the initial estimation is not accurate, the interest region cannot satisfy convergence criterion even after considerably large iterations and finally this region may be discarded as interest region. Table 1 shows a comparison of the convergence rates of proposed Atomic Harris-Affine detector and the conventional Harris-Affine detector. Here the convergence rates are calculated by (21), using six images under different imaging conditions.

From Table 1, the convergence rates of the proposed detector are much better than that of the conventional one, providing more than 95% in all cases, and in case of the illumination variation, the convergence rate of the proposed detector is 30% better than that of the conventional one. This result means that the initial estimation of proposed detector is sufficiently accurate and then the algorithm can reach a convergence criterion after a few iterations, which is shown by Table 2.

**Table 1. Comparison of convergence rates.**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Proposed</th>
<th>Harris-Affine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blurring</td>
<td>98.66%</td>
<td>90.6%</td>
</tr>
<tr>
<td>Viewpoints</td>
<td>99.30%</td>
<td>91.83%</td>
</tr>
<tr>
<td>Scaling, rotation</td>
<td>98.01%</td>
<td>83.48%</td>
</tr>
<tr>
<td>Illumination</td>
<td>95.33%</td>
<td>65.56%</td>
</tr>
<tr>
<td>JPEG Compression</td>
<td>99.66%</td>
<td>91.54%</td>
</tr>
</tbody>
</table>

From this table, the convergence time of the proposed detector is reduced from 20% to 50% compared with that of the conventional one, which is significant for many robot and other computer vision applications when a fast response is required.

### 4 Conclusion

In this paper a new Harris-Affine based interest point detector, denominated as Atomic Harris-Affine detector is proposed, in which the Gaussian kernel, that is used in the conventional detector, is replaced by the \( up(x,y) \) 2D Atomic Function. The excellent properties, such as compact support and reduction of spectral leakage, of \( up(x,y) \) function that is used as weighting function in scale and affine invariant detector were shown. The performance evaluations are carried out using several sequences of images with different imaging conditions, such as blurring level, illumination level, different viewpoints, different scaling factors and rotation angles, and compression rate by JPEG compression algorithm.

Evaluation results show that the proposed scheme can detect interest regions centered by interest points in more accurate manner than the conventional Harris-Affine detector, which is shown by repeatability rates and convergence rates of the interest regions. Evaluation results shows that the repeatability rate obtained by the proposed detector is about 14.7% higher than that obtained using the conventional detector, while the convergence rate is improved in about 14.6%. From these results, we can conclude that the proposed detector can be used in many computer vision applications in feasible manner. In addition to the better detection accuracy, the proposed detector provides a shorter response.
time due to a fewer iterations required to reach a convergence criterion for each interest region, which is benefit to many applications where fast response is required.
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