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Abstract: Understanding the rainfall process and characteristics are crucial to the efficient design of flood mitiga-
tion and construction of crop growth models. Modelling rainfall is not limited to fit the historical data to a suitable
distribution but the model should be able to generate synthetic rainfall data. In this study, we derive sets of formu-
lae of mean and variance for the sum of two and three independent mixed-gamma variables, respectively. Firstly,
the positive data is fitted to gamma model marginally and the shape and scale parameters are estimated using the
maximum likelihood estimation method. Then, the mixed-gamma model is defined to include zero and positive
data. The formulae of mean and variance for the sum of two and three independent mixed-gamma variables are
derived and tested using the daily rainfall totals from Pooraka station in South Australia for the period of 1901-
1990. The results demonstrate that the values of generated mean and using formula are close to the observed mean.
However, the values of the variance are sometimes over-estimated or under-estimated of the observed values. The
observed variance is lower possibly due to correlation between the experimental data, that have not been included
in the mixed-gamma models. The Kolmogorov–Smirnov and Anderson–Darling goodness of fit tests are used to
assess the fit between the observed sum and the generated sum of independent mixed-gamma variables. In both
cases, the observed sum is not significantly different from the generated sum of independent mixed-gamma model
at 5% significance level. This methodology and formulae derived can be applied to find the sum of more than three
independent mixed-gamma variables and the general form of the formulae can be derived.
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1 Introduction

Extensive studies of many aspects of water related is-
sues have been conducted throughout the world. Hy-
drology and climatology are particular areas of study
that use rainfall as their input analysis. Hydrology
concerns modelling water catchment, rainfall-runoff
and storm water management. Climatology focuses
on modelling for climate change and weather forecast-
ing.

Various models have been used to model rain-
fall such as Markov model for modelling rainfall oc-
currence [2, 9, 4, 6, 13] and gamma distribution to
model rainfall totals [1, 8, 10, 11, 12, 14, 15, 17, 18].
A gamma distribution has been used widely as the
first choice to model rainfall totals due to its sim-
plicity since it has only two parameters, shape and
scale. Other statistical distributions are also employed
to model rainfall totals such as exponential and mixed
exponential distributions by Woolhiser and Roldan [5]
and Weibull distribution by Sharda and Das [16].
However, the gamma distribution is only suitable for
positive data.

A mixed-gamma distribution is an extended form
of gamma distribution which is able to accommodate
both zero and positive data. Rosenberg et al. [15] use
a different type of mixed-gamma distribution associ-
ated with Laguerre polynomials whereas Piantadosi et
al. [17] use the mixed-gamma distribution to generate
synthetic rainfall totals on various timescale including
daily, monthly and yearly. In this study, we apply the
mixed-gamma distribution to derive the formulae of
mean and variance for the sum of two and three in-
dependent mixed-gamma variables. We also generate
the synthetic rainfall totals using the mixed-gamma
distribution and assess the goodness of fit between the
observed and generated rainfall totals.

2 Modelling the sum of independent
monthly rainfall totals

Firstly, the rainfall totals is fitted marginally using
gamma distribution and the parameters (shape and
scale) of gamma distribution are estimated using max-
imum likelihood estimation (MLE) method. Then, the
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mixed-gamma distribution is used to model the sum
of independent rainfall totals. The gamma and mixed-
gamma distributions are presented as follows.

2.1 Gamma distribution
The probability density function (PDF) of gamma
variables, X with shape and scale parameters which
is written as X ∼ G(α, β) is given by

f(x;α, β) =
xα−1e

− x
β

Γ(α)βα
(1)

for x > 0 and α, β > 0. Note that, X represents the
random variable of monthly rainfall totals whereas the
shape parameter controls the shape of the rainfall dis-
tribution and the scale parameters determines the vari-
ation of the rainfall data. For convenience, the maxi-
mum likelihood estimation method (MLE) is used for
parameter estimation. The MLE method determines a
set of parameters which maximise the likelihood func-
tion. Then, the parameters are obtained by differenti-
ating the log likelihood function with respect to the
parameters of the distribution. The logarithm of the
likelihood function is as follows

lnL = −N ln Γ(α)−Nα lnβ

+(α− 1)
∑

lnx−
∑
x

β
(2)

2.2 Mixed-gamma distribution
The gamma probability density function (PDF) in
equation (1) is defined for positive rainfall totals. A
mixed-gamma model is defined for zero and positive
rainfall totals [15]. The probability of zero rainfall to-
tals is calculated as

p0 = P (X = 0) =
n

N

where n is the count for zero rainfall totals and N is
the total count of the rainfall data. The cumulative dis-
tribution function (CDF) for the mixed-gamma model
is

F (x) = P [X ≤ x]

= P [X = 0] + P [0 < X ≤ x]

= p0 + (1− p0)F (x;α, β) (3)

where we have written

F (x;α, β) =

∫ x

0
f(ξ;α, β) dξ.

The mean is denoted by E[X] where

E[X] = p0 · 0 + (1− p0)E[X]

= (1− p0)αβ (4)

for X ∼ G(α, β) and the variance is V [X] =
E[X2]− (E[X])2 where

E[X2] = p0 · 02 + (1− p0)E[X2]

= (1− p0)α(α+ 1)β2.

Therefore, the variance for a mixed-gamma random
variable is

V [X] = E[X2]− (E[X])2

= (1− p0)α(α+ 1)β2 − [(1− p0)αβ]2

= p0(1− p0)α2β2 + (1− p0)αβ2. (5)

If X is a random variable with mixed-gamma distri-
bution and parameters p0 for the probability of zero,
α for the shape and β for the scale then we will write
X ∼ G(α, β, p0). If p0 = 0 then there is no prob-
ability of a zero rainfall and we write G(α, β, 0) =
G(α, β).

2.3 Formulae of sum of independent mixed-
gamma variables

In this study, we also derive the formulae of mean
and variance of the sum of two and three independent
mixed-gamma variables. Consider two independent
mixed-gamma variablesX and Y both on [0,∞), with
densities defined and denoted by X ∼ G(α1, β, p01)
and Y ∼ G(α2, β, p02) where we assume β1 = β2 =
β. To derive the density for the sum of two indepen-
dent mixed-gamma variables X,Y , let S = X + Y
denote the sum where

F (x) = p01 + (1− p01)F (x;α1, β)

G(y) = p02 + (1− p02)F (y;α2, β).

Hence the CDF for the sum of two independent
mixed-gamma variables is

H(s) = P [X + Y ≤ s]
= p01p02 + p01(1− p02)F (s;α2, β)

+p02(1− p01)F (s;α1, β) (6)
+(1− p01)(1− p02)F (s;α1 + α2, β).

The expected value (mean) of the sum is calculated
using the result obtained in equation (4), and is given
by

E[S] = p01p02 · 0 + p01(1− p02)α2β

+p02(1− p01)α1β

+(1− p01)(1− p02)(α1 + α2)β

= β[α1(1− p01) + α2(1− p02)].
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Similarly, E[S2] is calculated using the result from
equation (5);

E[S2] = β2 [α1(α1 + 1)(1− p01)
+α2(α2 + 1)(1− p02)
+2α1α2(1− p01)(1− p02)] .

Hence the variance V [S] of the sum of two indepen-
dent mixed-gamma variables is

V [S] = E[S2]− (E[S])2

= β2[α1(α1p01 + 1)(1− p01)
+α2(α2p02 + 1)(1− p02)].

If α1 = α2 = α, then the mean becomes

E[S] = αβ[2− p01 − p02] (7)

and

E[S2] = α2β2(4− 3p01 − 3p02 + 2p01p02)

+αβ2(2− p01 − p02).

Hence, the variance is given by

V [S] = α2β2(p01 + p02 − p201 − p202)
+αβ2(2− p01 − p02). (8)

The same procedure is applied for finding the formu-
lae of mean and variance of the sum of three inde-
pendent mixed-gamma variables. Consider three in-
dependent mixed-gamma variables defined on (0,∞)
denoted by X ∼ G(α1, β), Y ∼ G(α2, β) and
Z ∼ G(α3, β) with the same shape and scale param-
eters (α1 = α2 = α3 = α and β1 = β2 = β3 = β),
respectively. The mean and variance of the sum of
three independent mixed-gamma variables are given
by

E[S] = αβ[3− p01 − p02 − p03] (9)

and

V [S] = α2β2(p01 + p02 + p03 − p201 − p202 − p203)
+αβ2(3− p01 − p02 − p03). (10)

The reader is referred to Zakaria [18] for further de-
tails of the derivation of mean and variance of sum of
two and three independent mixed-gamma variables.

3 Case study
To test the formulae of mean and variance that we
have derived in Section 2.3, we choose daily rain-
fall totals from Pooraka station in South Australia

for the period 1901–1990. Before conducting fur-
ther analysis, we do the marginal analysis for each se-
lected month of December, January and February. The
marginal analysis has three parts: 1. Calculate p0 and
fit observed positive rainfall totals to a gamma distri-
bution (use MLE method, see Section 2.1), 2. fit gen-
erated data to gamma distribution and mixed-gamma
distribution and 3. compare the mean and variance of
observed and generated with the formula. The formu-
lae of mean and variance for the mixed-gamma vari-
ables are given by (4), (5) and (7) – (10), respectively.

In the first part of marginal analysis, each data is
fitted to the gamma distribution using formula given
in (1). The shape and scale parameters (αi, βi; i =
1, 2, 3) are estimated using the MLE method and the
probability of zero rainfall totals (p0i; i = 1, 2, 3) is
calculated. Then, we check the values of mean and
variance using formulae of αβ and αβ2, respectively.
Table 1 shows that the value of mean of the observed
data matches the estimated mean but not the variance.

For part two, using the estimated parameters from
part one, the synthetic rainfall totals are generated as
follows:

• For the gamma model, generate three sets of data
using the parameters (αi, βi; i = 1, 2, 3).

• Similarly, for the mixed-gamma model, we gen-
erate three sets of data using the parameters
(αi, βi, p0i; i = 1, 2, 3).

Therefore, for each model we will have three sets
of data, generated data for December, January and
February from gamma model and mixed-gamma
model.

4 Results and discussion
4.1 Marginal analysis of gamma and mixed-

gamma models

The mean and variance are calculated for each data
set and compared with the observed data and also
with the formulae. For the gamma model, the for-
mulae for the mean and variance are given by αβ
and αβ2, respectively. For the mixed-gamma model,
the formulae for the mean and variance are (4) and
(5), respectively. Table 2 shows a comparison of the
means and variances between the observed and gen-
erated data from the two models. The values of the
mean from both models are reasonably close to the
observed mean, however the values of the variance
are sometimes over-estimated or under-estimated of
the observed values.
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Table 1: Estimated parameters, mean (mm) and variance for December, January and February using gamma model
Estimated parameters Mean (mm) Variance
p0 α β αβ observed αβ2 observed

Dec 0.0222 1.4954 17.9893 26.9011 26.9011 483.9318 401.8061
Jan 0.0667 1.2598 16.7341 21.0821 21.0821 352.7911 393.9547
Feb 0.0778 0.8829 24.3492 21.4988 21.4988 523.4788 556.5196

Table 2: Comparison of mean and variance of observed data with gamma and mixed-gamma models
Observed Gamma Mixed-gamma

generated formula generated formula
Mean (mm)

Dec 26.90 25.92 26.90 25.02 26.30
Jan 21.08 21.66 21.08 19.44 19.68
Feb 21.50 22.41 21.50 20.33 19.83

Variance
Dec 401.81 428.51 483.93 499.14 488.90
Jan 393.95 362.18 352.79 364.34 356.93
Feb 556.52 583.47 523.48 483.36 515.92

4.2 Mean and variance for the sum of two
months

The application of the CDF of the sum of two inde-
pendent mixed-gamma variables is tested using for-
mula (6) on the months of December and January,
which have similar scale values (β), using rainfall data
from Pooraka station in South Australia for the period
1901–1990. Firstly, construct the sum of two rain-
fall totals by adding the corresponding rainfall totals
for December and January. Then calculate the mean,
variance and p0 for the sum and also check the mean
and variance using the formulae of mean and variance
from the gamma model. The probability of zero is
found to be p0 = 0.00 and the estimated parameters
are α = 2.90 and β = 15.87. Table 3 shows the
values of estimated and observed mean and variance,
respectively.

Table 3: Mean and variance for the sum of two months
rainfall using the gamma model

Mean (mm) Variance
αβ observed αβ2 observed

Sum 45.98 45.98 667.36 729.56

The generated sum of rainfall data is formed from the
sum of two individual generated set from the mixed-
gamma model. In each generated set, we use the
average of shape parameters (α = (α1 + α2)/2 =

1.3776), the average of scale parameters (β = (β1 +
β2)/2 = 17.3617) and the respective probability of
zero rainfall (p0i, i = 1, 2), refer Table 1. Then we
take the corresponding sum of the two generated data.

In the next step, we calculate and compare the
mean and variance of the sum of the observed data
with the sum of the generated data of the mixed-
gamma. Also, we compare the mean and variance of
the generated sum obtained from the formulae given
by (7) and (8), respectively. Table 4 shows a compar-
ison of the mean and variance between the observed
sum and the sum of two independent mixed-gamma
variables. The values of generated mean (45.28 mm)
and using formula (45.71 mm) are close to the ob-
served mean (45.98 mm). The observed variance is
lower possibly due to correlation between the experi-
mental months data, that have not been included in the
mixed-gamma models.

Table 4: Comparison of mean and variance for the
sum of two months rainfall and the sum of two inde-
pendent mixed-gamma variables

Observed Mixed-gamma
generated formula

Mean (mm) 45.98 45.28 45.71
Variance 667.36 847.98 841.61
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4.3 Mean and variance for the sum of three
months

Again, the same rainfall data from Pooraka, South
Australia, for the period of 1901–1990 is used to test
the formulae of mean and variance for the sum of three
months. The months selected for the analysis are De-
cember, January and February. A similar procedure
is followed as described in Section 4.2. Now the sum
of rainfall data is constructed by adding three corre-
sponding months. We use average α (α = (α1 +α2 +
α3)/3 = 1.2127), average β (β = (β1+β2+β3)/3 =
19.6909) and the corresponding probability of zero
rainfall (p0i; i = 1, 2, 3) to generate three sets of syn-
thetic rainfall totals, refer Table 1. Table 5 presents
a comparison of the mean and variance for the ob-
served data, generated data and the formula from sum
of three independent mixed-gamma variables. We ob-
tain a similar result as before that the values of gener-
ated mean (68.50 mm) and using formula (67.66 mm)
are close to the observed mean (65.81 mm). Again,
the variance of the data appears lower due to the same
reason mentioned in the Section 4.2.

4.4 Goodness of fit test

The means and variances of the observed sum and
the sum of independent mixed-gamma variables us-
ing generated data and formulae are compared. The
Kolmogorov–Smirnov (KS) and Anderson–Darling
(AD) goodness of fit tests are used to assess the fit be-
tween the observed sum and the sum of independent
mixed-gamma variables. Table 6 gives the P-values
for the sum of two and three independent mixed-
gamma variables. In both cases, P-values > 0.05,
hence the observed sum is not significantly different
from the generated sum of independent mixed-gamma
model at 5% significance level.

Table 5: Comparison of mean and variance for the
sum of three months rainfall totals and the sum of
three independent mixed-gamma variables

Observed Mixed-gamma
generated formula

Mean (mm) 65.81 68.50 67.66
Variance 1237.53 1510.01 1421.03

5 Conclusion
The probability density function of the sum of two and
three mixed-gamma variables are derived for the sim-
plest cases when the scale parameters are common.

Table 6: P-values of goodness of fit tests for the sum
of two and three independent mixed-gamma variables

KS AD
Sum of two 0.4649 0.4230
Sum of three 0.9750 0.6205

KS: Kolmogorov–Smirnov; AD: Anderson–Darling

We also obtained the formulae of the mean and vari-
ance for each of the case considered. Comparisons of
the estimated values of the mean and variance from
our simple model with both the estimated values from
the fitted distribution and the observed values are pre-
sented. The results demonstrate that the formulae de-
rived will give a good estimate for the mean and the
goodness of fit test confirmed a good fit between the
cumulative distributions of the observed sum and the
generated sum. This methodology can be applied to
find the sum of more than three independent mixed-
gamma variables and the general form of the formulae
can be derived.
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