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Abstract: - Soft computing is a consortium of techniques that work together to setup flexible information 
processing capability for handling real-life ambiguous situations. It aims at solving problems involving 
uncertainty and imprecision mimicking the human like decision making. Fuzzy set theory is an approach that has 
been widely adopted in such situations. Rough Set Theory (RST) is another soft computing approach that uses 
sets to represent vague or incomplete knowledge and provide a framework for approximation of concepts. It has 
been widely used to deal with imprecision in health sciences such as in patient diagnosis and disease 
classification. In this paper we present a review of rough set theory and its applications in disease diagnosis with 
several examples using real data sets. 
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1 Introduction 
Research in computational intelligence and reasoning 
systems has to deal with the limitation of incomplete 
or imperfect knowledge. The ability to work with this 
kind of knowledge is of immense importance in 
studying applications in cognitive computing and 
automation of systems, especially in the areas of 
machine learning and data-mining, intelligent 
control, decision analysis and pattern recognition. [1]  

Soft computing is a blend of techniques that 
complement one another and provide diverse and 
flexible data processing capabilities to extract 
information in a number of ambiguous situations 
encountered in daily life [2, 3]. Its aims is mimic the 
human like decision making ability in a robust and 
tractable manner by managing to handle uncertainty,  
imprecision, partial truth and approximate reasoning 
[4]. Rough set theory [5, 6] offers one of the most 
distinct approaches for handling imprecision in 
decision making. Indeed, since its development this 
theory has been able to devise computationally 
efficient and mathematically sound techniques for 
addressing the issues of pattern discovery from 
databases, formulation of decision rules, reduction of 
data, principal component analysis, and inference 
interpretation based on available data [7].  

The theory has had a significant impact on the 
field of data analysis and as a result has attracted the 
attention of researchers worldwide. Owing to this 
research, various extensions to the original theory 

have been proposed and areas of application continue 
to widen [8]. As Shen [1] observes, many rough set 
based clinical decision models are available to assist 
physicians, in particular the inexperienced ones, to 
recognize patterns in symptoms and allow for quick 
and efficient diagnosis. Results available support the 
premise that systems based on RST give accuracy 
and reliability that is comparable to physicians 
though accurate input data is required. Such systems, 
in conjunction with other Information and 
Communication technology (ICT) facilities, can be 
particularly helpful in remote areas of developing 
countries where healthcare infrastructure is patchy 
[9].  

This paper attempts to offer an overview of the 
basic ideas of rough set theory as well as its 
applications in knowledge discovery in decision 
systems for disease diagnosis and clinical data 
analysis. A model has also been proposed to use 
rough sets for extracting useful information from 
such systems. Several examples have been shown in 
this regard. The sections to follow provide an 
overview of rough sets with discussion on 
information systems, indiscernibility, approximation 
sets, rule generation and accuracy. A discussion on 
reducts and discernibility matrix is also presented. 
Worked examples are included to highlight all the 
concepts and converge towards development of a 
sample decision system.  
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2 Rough Sets 
Rough Set Theory [10, 11] is a mathematical 
approach to vagueness and an extension of the 
conventional set theory that supports approximations 
in decision making. It complements the theory of 
evidence and fuzzy set theory [8, 12]. Rough set 
theory provides a useful manner of studying 
knowledge discovery in databases as well as rule 
generation in decision systems. It is used to estimate 
an imprecise or vague concept with the help of a pair 
of sets referred as lower and upper approximations 
[3].    

The traditional or classical sets are referred as crisp 
because an element either belongs to the set or 
doesn’t belong to the set. But in many areas this 
situation is not that clear. For instance, consider the 
notion of a healthy or ill person where clear 
boundaries cannot be defined.  

Fuzzy set theory [4] is one the most successful 
approaches to vagueness. RST is different from fuzzy 
set theory because in RST vagueness is due to lack of 
information about some attributes of the universe [7]. 
For instance, if two patients have the same set of 
symptoms but one is suffering from a disease and the 
other is not. Such elements are referred as 
indiscernible with respect to their attributes. This 
vagueness leads us to the description of a set S in 
terms of lower and upper approximations i.e. a set of 
elements that certainly belong to S and a set of 
elements which may or may not belong to S [13].  

 

 

2.1 Our model  

 
Fig. 1: A Framework based on Rough Sets 

 
Rough Sets have found many applications in data 
mining and knowledge discovery in a number of 
domains including medicine, engineering, financial 
analysis and engineering. Many frameworks have 
been put forth by researchers to deal imprecision of 
information using rough sets [2, 3, 7, 14]. The 
framework used by the authors is shown in fig. 1. 

2.2 Information and decision system  
An information system is a data table that contains 
objects (in form of rows) and attributes (in form of 
columns). For example, in Patient Management 
Systems patients are represented as objects whereas 
measurements such as random blood sugar, heart beat 
and blood pressure etc. serve as attributes [15, 16].  

Formally, “I = (U, A) is an information system 
where U is non-empty set of finite objects (Universe 
of discourse) and A is a finite set of attributes such 

that aVUa →:  for every Aa∈ .” [6] 

Decision systems are similar to information 
systems with an addition that they consists of 
decision attribute(s). They are stated in rectangular 
form as Table (C, D) where C represents condition 
attributes, while D represents decision attributes with 
C ∩ D = ∅ [17]. 

Consider an example of a health care information 
system in Table 1: 

 

Patient 
Temperat

ure 
Muscular 

pain 

Blood 
from 

mouth 
Dengue 

P1 High No Yes Yes 

P2 Very high Yes  No  Yes 
P3 Very high Yes Yes Yes 

P4 High No Yes No  
P5 High Yes No  Yes 

P6 Normal Yes No  No  

Table 1:  Dengue Patients with attributes 
 
Condition Attributes: {Temperature, Muscular Pain, 
Blood from mouth}  
Decision Attribute: {Dengue}  
 
 Columns of table 1 are the symptoms observed in 
the set of patients represented as rows. The entries are 
the values of attributes corresponding to each patient.  
For instance, patient P4 in the above table can be 
characterized as (Temperature, high), (Muscular 
pain, no), (Blood from mouth, yes) and (Dengue, no).  

 

 

2.3 Indiscernibility  
The starting point of Rough Set Theory is the 
indiscernibility relation or similarity, generated by 
information about objects of interest. The 
indiscernibility relation implies that due to the lack of 
knowledge we are unable to discern (or distinguish) 
some objects by employing the available 
information. This means that, in general, we are 
unable to deal with a single object but have to 
consider clusters of indiscernible objects as 
fundamental concepts of knowledge. 

Consistent (Sure) Inferences

Cehck Dependency using Bayes’ Theorem

Decision Algorithm and Decision Rules

Useful Information (Reducts and Core)

Rough Set Theory

Information System
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 In table 1, patients P1, P4 and P5 are indiscernible 
or similar for the attribute temperature while patients 
P2, P5 and P6 are indiscernible as per attributes 
muscular pain and blood from mouth. On the other 
hand, patient P1 and P4 are similar with respect to 
temperature, muscular pain and blood from mouth. 
Hence, the attribute blood from mouth generates two 
elementary sets {P1, P3, P4} and {P2, P5, P6} 
whereas temperature and muscular pain form 
elementary sets as follows:  
 

R = {Temperature, Muscular Pain} 
Indiscernibility(R) = {{P1, P4}, {P2, P3}, {P5}, 
{P6}}   

 

 

2.4 Approximation of sets 
Jiang [18] states that “Let U denote a finite and 
nonempty set called the universe, and θ ⊆ U × U 
represent an equivalence relation on U. The pair 
apr=(U, θ) is called an approximation space. The 
equivalence relation θ partitions the set U into subsets 
that are all disjoint. Such a partition of the universe is 
denoted by U/θ”. 

If two elements in the universe U belong to same 
equivalence class, it means that the two elements are 
identical or indiscernible.   

If we consider some arbitrary set X such that X⊆U, 
it will not be possible to express X accurately using 
the equivalence classes of θ. Therefore, a pair of sets 
referred as lower and upper approximations can be 
used to characterize the set X. These approximations 
are stated as  

 

[ ] [ ]{ }U XxxX ⊆= θθθ :     (1) 

[ ] [ ]{ }U φθθθ ≠∩= XxxX :     (2) 

 

where [ ] { }yxUyx θθ |∈=  is the equivalence 

class that contains x.  

The pair ( )θθ XX ,   is referred as the rough set 

with respect to X as shown in fig. 2. As Jiang [18] 

mentions, “the lower approximation θX is the union 

of all the sets which are subsets of X, and the upper 

approximation θX  is the union of all the elementary 
sets which have a nonempty intersection with X. An 
element in the lower approximation necessarily 
belongs to X, while an element in the upper 
approximation possibly belongs to X.”  

 

 
Fig. 2: A Rough Set [8] 

 
Patient P1 suffers from dengue whereas patient P4 
doesn’t suffer from the disease even though they have 
same values for attributes temperature, muscular pain 
and blood from mouth. Therefore, dengue cannot be 
fully characterized by temperature, muscular pain 
and blood from mouth. Moreover, it can be stated that 
P1 and P4 are boundary line cases with respect to the 
available information. The patient P6 can be 
classified with certainty as not suffering from 
dengue, whereas patients P2, P3 and P5 are certainly 
suffering from dengue. Patient P1 and P4 cannot be 
excluded as suffering from dengue in view of the 
displayed symptoms. If X1 represents patients 
suffering from dengue then 
 
X1 = {x | Dengue(x) = yes} = {P1, P2, P3, P5} 

1XR = {P2, P3, P5} 

1XR  = {P1, P2, P3, P4, P5} 

 
Thus, lower approximation of the patients 

suffering from dengue is {P2, P3, P5}, the upper 
approximation is {P1, P2, P3, P4, P5}, and patient P1 
and patient P4 form the boundary. Similarly, sets for 
“Not suffering from dengue” can also be formed as 
 
X2 = {x | Dengue(x) = no} = {P4, P6} 

2XR  = {P6} 

2XR  = {P1, P4, P6} 

 
 
2.5 Properties 

Some of the basic properties of rough sets as 
discussed in [17] are as follows: 
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(i) ( ) ( )XBXXB ⊆⊆  

(ii) ( ) ( ) ( ) ( ) UUBUBBB ==== ,φφφ  

(iii) ( ) ( ) ( )YBXBYXB ∩=∩  

(iv) ( ) ( ) ( )YBXBYXB ∪=∪  

(v) YX ⊆ implies ( ) ( )YBXB ⊆ and 

( ) ( )YBXB ⊆  

(vi) ( ) ( ) ( )YBXBYXB ∪⊇∪  

(vii) ( ) ( ) ( )YBXBYXB ∩⊆∩  

(viii) ( ) ( )XBXB −=−  

(ix) ( ) ( )XBXB −−=−  

(x) ( )( ) ( )( ) ( )XBXBBXBB ==  

(xi) ( )( ) ( )( ) ( )XBXBBXBB ==  

where X−  represents XU −  

 

 

2.6 Decision tables and Consistency 
As shown in table 1, a decision table consists of 
condition and decision attributes. Each row in the 
decision table may act as a decision rule given the 
value of condition attributes. For instance, 
(Temperature, very high), (Muscular pain, yes) and 
(Blood from mouth, yes) uniquely determines the 
decision (Dengue, yes). However, there may be 
decision rules that are inconsistent or conflicting, i.e. 
for same set of values for condition attributes the 
decision value is different (such as P1 and P4).  

The consistency factor, denoted by γ(C, D), 
represents the number of sure or consistent rules in 
the decision table and is a measure of reliability of 

the decision table. If γ=1, the decision table is 
consistent else it is inconsistent [8]. 

The decision rules that lead us to appropriate and 
non-conflicting logical implications are combined to 
form a decision algorithm. These algorithms are 
useful in medical expert systems as well as in other 
areas artificial intelligence as they reflect refined 
knowledge pulled out of information systems [6].  

 
 

3 Dependency and Accuracy  
Rough sets can be characterized numerically by the 
coefficient of accuracy [17] defined as 

( )
( )

( )XB

XB
XB =α     (3) 

where X  represents the cardinality of set X.  

Accuracy of approximation remains in the close 

interval [0, 1] i.e. ( ) 10 ≤≤ XBα . If ( )XBα  = 1, 

then X is crisp with respect to B otherwise it is rough 
with respect to B.   

Discovering the dependency of the decision 
attribute on the value set of attributes is an important 
concern in data analysis. A decision attribute D is 
said to be totally dependent on some condition 

attribute C, denoted by C⇒D, if all values of C 
uniquely determine the value of D i.e. a functional 
dependency between value of C and D determines 
whether D totally depends on C or not.  

For instance in Table 1, apparently there are no 
total dependencies between the decision and 
condition attributes. However, if the value of 
attribute muscular pain were “yes” instead of “no” for 
patient P1 and the value for decision variable dengue 
were “yes” instead of “no” for patient P6 then there 
would have been a total dependency {Muscular 

pain}⇒{Dengue} because each value of attribute 
muscular pain would correspond to a unique value of 
decision variable dengue.  

Similarly, if the value of temperature for patient 
P4 had been “normal” then there would be another 

total dependency {Temperature} ⇒{Dengue} as 
then all values of temperature will uniquely identify 
the decision attribute. In scenario stated in table 1, a 
partial dependency do exist between temperature and 
dengue as some values of the attribute temperature 
correspond to unique values of the decision attribute 
dengue.    

Formally, a dependency between attribute sets C 

and D, being subsets of A, can be denoted as C ⇒k D, 

where k = γ (C, D), i.e. the consistency factor. If k=1 
we say that decision D depends totally on C, and if 
k<1, we say that D is partially dependent on C. 

For example, for the dependency {Temperature, 

Muscle-pain, Blood from mouth}⇒{Dengue} the 
value of k is 2/3, because four out of six patients can 
be uniquely classified as having dengue or not, 
employing the condition attributes.  

If D depends in degree k on C, then 
 

||

|)(|
),(

U

DPOS
DC C=γ    (4) 

where          U
)(/

)()(
DIUX

C
XCDPOS

∈

∗=  

 
POSC(D) is called positive region of the partition U/D 
with respect to C, is the set of all elements of U that 
can be uniquely classified to blocks of the partition 
U/D, by means of C.  
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4 Reduction of attributes 
A question faced while studying information systems 
is whether some of the condition attributes may be 
removed without altering the basic properties of the 
system i.e. whether there is some superfluous data 
[7]. Rough set theory deduces rules by reducing the 
number of attributes. The process is referred as 
attribute reduction or in context of machine learning 
as feature selection [1, 11, 18, 19]. 

 

 

4.1 Reducts 
The main idea of reducts is to get the minimum 
possible subset of attributes that preserves the 
information of interest. The procedure adopted is 
shown in fig. 3. 
 

 
Fig. 3: Attribute Reduction Framework 

  
The idea can be more precisely stated as: Let C,D ⊆A 
be subsets of condition and decision attributes. We 
can say that �� ⊆	C is a D-reduct (reduct with respect 
to D) of C, if �� is a minimal subset of C such that 
 
���, 	
 = 	����, 	
    (5) 
 
The intersection of all the reducts is referred as the 
core. This represents the attribute of set of attributes 
that are existent in all the reducts. Thus, core is the 
most important set of attributes in the decision system 
and forms a basis of classification or decision power 
of attributes. 
 
 

4.2 Discernibility Matrix 
To easily compute reducts, discernibility matrix [20] 
may be used. Discernibility matrix is a n x n matrix 
defined as  
 
�	�
, �
 = 	 �� ∈ �: ��

 ≠ ���
�  (6) 
where B ⊆	C (condition attributes)  

Thus, �	�
, �
 is the set of attributes which discern 
objects x and y [19, 20]. For details see [21]. The 
discernibility matrix for table 1 is shown in table 2.  
 

 P1 P2 P3 P4 P5 P6 

P1       

P2 T,M,B      

P3 T,M B     

P4 � T,M,B T,M    

P5 M,B T T,B M,B   

P6 T,M,B T T,B T,M,B T  

Table 2: Discernibility Matrix for table 1 
 

In order to find the reducts we have to alter this 
discernibility matrix by removing entries that belong 
to similar equivalence class. This will yield a slightly 
modified discernibility matrix called (C, D) Matrix. 
The (C,D) Matrix for table 1 is shown in table 3.  
 

 P1 P2 P3 P4 P5 P6 

P1       

P2 –      

P3 – –     

P4 � T,M,B T,M    

P5 – – – M,B   

P6 T,M,B T T,B – T  

Table 3: (C,D) Matrix for table 1 
 

Now reducts can be calculated by forming the 
minimal disjunctive form of the (C,D) matrix shown 
in table 3. After carrying out the calculations we have 
two reducts {T, M} and {T, B} i.e. {Temperature, 
Muscular Pain} and {Temperature, Blood from 
mouth} of the condition attributes {Temperature, 
Muscular pain, Blood from mouth}. 

The core, set of common attributes among all the 
reducts, can be stated in terms of discernibility matrix 
as 
 
�������
 = �� ∈ �: �	�
, �
 = ���	for	an	
, ��	(7) 
 
In our example, temperature forms the core.  
 
 

4.3 Example: Acute Inflammations Dataset 
If the information system involves large amount of 
data then the method shown in previous section 
doesn’t remain efficient. However, much more 
sophisticated methods exist [11,17]. Moreover, 
several tools such as Rosetta [21] are available to 
automate the calculation of reducts. Rosetta employs 
various algorithms for obtaining reducts of large 
datasets. A data set of Acute Inflammations [22] has 
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been considered by authors as an example. The 
dataset considered is summarized in the table 4 and 
the attributes are shown in table 5.  
 

Feature Value 
Data Characteristics   Multivariate 

Nature of Attribute   Categorical, Integer 
Associated Tasks  Classification 

Number of Instances  120 

Number of Attributes  6 

Missing Values No 

Area  Life 
Table 4: Acute Inflammations Dataset [22] 

 

Attribute Value 

Temperature of patient 35C-42C 
Occurrence of nausea yes, no 

Lumbar pain yes, no 

Urine pushing yes, no 

Micturition pains yes, no 

Burning of urethra, itch, swelling of 
urethra outlet 

yes, no 

Inflammation of urinary bladder 
(Decision attribute) 

yes, no 

Table 5: Attributes of the Dataset 
 
The format of the data is “35,9 no no yes yes yes yes 
no” where “35.9” is temperature of patient, “no” is 
occurrence of nausea, “no” represents lumbar pain, 
“yes” shows urine pushing (continuous need for 
urination), “yes” shows micturition pains, “yes” 
represents burning, itching or swelling of urethra 
outlet, “yes” represents decision attribute i.e. 
inflammation of urinary bladder.  

The reducts (calculated using Rosetta) shown in 
fig. 4 indicate that temperature and lumber pain are 
the two most important attribute to decide about the 
inflammation of bladder (decision attribute) or in 
other words both of them form the core of the dataset.   
 

 
Fig. 4: Reducts of the data set using Rosetta 

 
 

5 Decisions rules and Dependency 
As stated previously, a decision table describes 
decisions based on conditions attributes and each row 
of the table determines a rule that maps conditions 
onto the decisions [17, 20]. A discussion regarding 
certain important parameters related to the decision 
rules is presented next. 
 
 

5.1 Strength, Certainty and Coverage 

Let S = (U, C, D) be a decision table. Every Ux ∈  
determines a sequence c!�x
, …… , c$�x
,	 
d!�x
, …… , d&�x
 where Ccc n =},,{ 1 K  and 

.},,{ 1 Ddd m =K  The sequence will be called a 

decision rule induced by x in U and denoted by 

)(,),()(,),( 11 xdxdxcxc mn KK →  or DC x→ . 

Support of the decision rule DC x→  will represent 

the elements that having desired value for C and D 
i.e.  
 

suppx(C,D) = |C(x) ∩ D(x)|    (8) 
 

Similarly, the strength of the decision rule DC x→

is given by 
 

σ(�C, D
 = +,--.	�/,0

|2|

     (9) 

where |X| denotes the cardinality of X.  
 
A certainty factor can be associated with every 

decision rule DC x→ , denoted by cerx(C, D) and 

defined as: 
 

cer(�C, D
 =
|/�(
∩	0�(
|

|/�(
|
= +,--.	�/,0


|/�(
|
  (10) 

 

or cer(�C, D
 = 5.�/,0


67/�(
8
  (11) 

where, π7C�x
8 =
|/�(
|
|2|

  

 
Certainty may be interpreted as a conditional 
probability that y belongs to D(x) given y belongs to 
C(x), symbolically 
  
cer(�C, D
 = π(�D|C
 (12) 
 

If cerx(C, D) = 1, then DC
x

→  will be called a 

certain decision rule in S else it will be referred to as 
an uncertain decision rule in S. The Coverage factor 
of the decision rule, denoted covx(C, D) is defined as 
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cov(�C, D
 =
|/�(
∩	0�(
|

|0�(
|
= +,--.	�/,0


|0�(
|
  (13) 

 

or  cov(�C, D
 = 5.�/,0


670�(
8
  (14) 

where, π7D�x
8 =
|/�(
|
|2|

 

 
Like certainty, coverage may also be defined in terms 
of conditional probability as 
 
;<=>��, 	
 = ?>��|	
 (15) 
 

If DC x→  is a decision rule then CD x→  will 

be called an inverse decision rule. Inverse decision 
rules are used to give reasons behind any particular 
decision. Certainty factor is the measure of extent of 
membership of some decision x to the decision class 
D(x), given the condition attributes C, whereas the 
coverage factor is the degree of membership of some 
decision x to condition class C(x), given the decision 
D.  
 

 

5.2 Example: Arthritis 
Let us now another consider an example for a disease 
(Arthritis), shown in Table 6. The data includes 
information about 500 patients tested for arthritis in 
a local clinic. The doctors have established whether 
the patients suffer from arthritis or not from 
symptoms and existent clinical procedures and now 
want to check whether a new diagnostic test will 
show the disease or not.   

 

Fact Arthritis Age 
Joint 
pain 

Test 
result 

Support 

1 yes old yes + 230 

2 no old yes - 50 

3 yes old yes - 15 
4 yes middle no + 45 

5 no young no - 140 
6 yes middle no - 20 

Table 6: Arthritis patients with attributes 
 

Fact Strength Certainty Coverage 

1 0.46 0.89 0.84 
2 0.10 1.00 0.22 

3 0.03 0.06 0.07 
4 0.09 0.69 0.16 

5 0.28 1.00 0.62 
6 0.04 0.31 0.09 

Table 7: Strength, Certainty and Coverage of data 
 

Attributes arthritis, age and joint pain are condition 
attributes, whereas test result is the decision attribute. 
We want to explain the test result in terms of patient’s 
state, i.e., the attributes arthritis, age and joint pain. 

Significance and dependency of attributes as 
stated in previous section are calculated for all the 
facts and shown in Table 7.  

A decision algorithm associated with Table 6 is 
presented below: 
 

i. (arthritis, yes) ∧ (age, old) ⇒  (test, +) 

ii. if (arthritis, yes) ∧ (age, middle) ⇒ (test, +) 

iii. if (arthritis, yes) ∧ (age, old) ⇒ (test, −) 

iv. if (arthritis, yes) ∧ (age, middle) ⇒ (test, −) 

v. if (arthritis, no) ⇒ (test, −) 
 
Strength, certainty and coverage for above algorithm 
are given in table 8. 
 

Rule Strength Certainty Coverage 

1 0.46 0.94 0.84 

2 0.09 0.69 0.16 

3 0.03 0.06 0.07 
4 0.04 0.31 0.09 

5 0.38 1.00 0.84 

Table 8: strength, certainty and coverage 
of algorithm 

 
The certainty factors from above table lead us to the 
following conclusions: 
 

• 94% of the patients who are old and indeed 
ill test positive. 

• 69% of middle aged patients who suffer from 
the disease test positive. 

• Only 6% of the old patients have a false 
negative test result. 

• 31% of middle aged patients who actually 
suffer from arthritis have negative test result. 

• all patients who don’t suffer from the disease 
have negative test result. 

 
Now let us examine the inverse decision algorithm as 
follows: 
 

i') (test, +) ⇒ (arthritis, yes) ∧ (age, old) 

ii') (test, +) ⇒ (arthritis, yes) ∧ (age, middle) 

iii') (test, −) ⇒ (arthritis, yes) ∧ (age, old) 

iv') (test, −) ⇒ (arthritis, yes) ∧ (age, middle) 

v') (test, −) ⇒ (arthritis, no)  
 

Employing the inverse decision algorithm and the 
coverage factors it can be deduced that: 
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− reason for positive test results are old-aged 
patients who suffer from the disease, with a 
probability of 0.84 

− reason for negative test result is lack of 
disease in the patient, with a probability of 
0.84 

 

6 Conclusion and Future Work 
Rough set is a mathematical approach that classifies 
the information systems into lower and upper 
approximation sets. It uses reducts and core to 
discard the irrelevant information attributes and help 
in acquiring meaningful knowledge out of the 
information systems. This is indeed useful in many 
areas particularly in diagnosis of diseases in health 
sciences. Several examples from health sciences have 
been shown to highlight the concept.  

The study can be applied to further diseases and 
help towards formation of reliable and accurate 
expert systems to help physicians in disease 
diagnosis.  
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