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Abstract: - Nowadays in database systems finding the best results that meet the preferences of users is the most 
important issue. Skyline queries will present the data items that are not being dominated by the other items in a 
database. Most of the operations assume the database is complete which means there are no missing values in 
the database dimensions. In reality, databases are not complete especially for multidimensional database. 
Missing values have a negative effect on finding skyline points. It changes the native of dominance relation, 
leads to cyclic dominance and unsatisfying the transitivity property of skylines. This problem becomes more 
severe in dynamic database in which new items are inserted or items are deleted or updated from the database. 
Besides, most of the works that handled the incomplete issue assumed that items are static. In this paper we 
propose the new approach which finds the most relevant data items that meet user’s preferences for dynamic 
incomplete databases. 
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1 Introduction 

Choosing the best option between different 
choices based on preferences of users is not easy. 
Finding the best and accurate answer is one of the 
most important issues in real life. As an example 
consider a user who wanted to go for holiday and 
the user’s preferences for choosing a hotel are: (i) 
hotel that is near to a beach (ii) hotel with cheap 
price. But we know that hotels that are near to a 
beach are expensive compared to those which are 
far away from a beach.  

SQL is one of the traditional database systems that 
returns results that match exactly with the 
preferences, then  it will not return results which are 
near to the preferences. Hence several preference 
evaluation techniques have been proposed, namely: 
top-k, multiobjective method, k-dominance, k-
frequency, top-k dominance, skyline, ranked 
skyline, k-representative dominance, distance based 

dominance, and ∈-skyline [1-8], as shown in Figure 
1. This work focuses on skyline queries. 

  Databases which are used for skylines can be 
divided into two categories: Complete and 
Incomplete databases. Most of the existing 
approaches assume that the databases are complete 
and static. It is obvious that in reality databases are 
not complete and their data items keep on changing. 
For example consider sensors which are allocated in 
the forests for record the humidity, temperature and 
other dimensions for checking and preventing 
disaster. There are so many changes in each of these 
dimensions where new data are added while some of 
them are deleted or updated. There are also some 
sensors which could not send signals which lead to 
incomplete data. 

In this paper we propose an algorithm named IDS 
that attempt to find skyline points in dynamic 
incomplete databases with minimum comparison, 

Advances in Information Science and Computer Engineering

ISBN: 978-1-61804-276-7 231



 

 

i.e. it compares only necessary data items and 
discarded the rest of the data items. 

The rest of this paper organized as follows: 

Section 2 presents the related works. In section 3 we 
discuss the problem formulation. in section 4 we 
propose the IDS algorithm. And in the last part of 
this paper, we conclude and provide the future 
directions.

 
Fig. 1.  Preference Evaluation Techniques  

 
2 Related work 
 
The based use of skyline queries is applied in 
databases. Several algorithms exist for skyline 
queries like BNL, D&C and algorithm using B-tree 
that is proposed by Borzsony et al. [6]. For these 
algorithms no preprocessing is needed. There are 
also other algorithms which proposed presorting and 
indexing [2-5]. 
The algorithms was proposed for certain 
environment like partially-ordered [7], high-
dimensional [1], [8-9], sliding window [10-11], 
mobile ad-hoc networks [12], web information 
systems [13], and data mining [14]. 
There are algorithms which are proposed specially 
for dynamic database, most of them are based on  
top-k dominant [15] and k-dominant skyline [16]. 
 
Based on the literatures that we have analyzed, there 
is no work done for skyline queries in dynamic 
incomplete database. However in reality most of the 
databases are incomplete and their data keep on 
changing.  
 
There are three algorithms which focused on 
incomplete static databases. In this work we have 
chosen Khalefa et al.’s algorithm [17] as a base to 
overcome the incomplete dynamic drawbacks. 

The reasons for choosing Khalefa et al.’s algorithm 
[17], ISkyline, are: 
 
(1) In ISkyline, there are several steps and in each 

step a set of different candidate skylines is 
produced. These include local skylines, shadow 
skylines, and virtual points. These steps are used 
as points to identify the items that are not needed 
for comparison whenever the database is 
changed.[18] 

(2) In SIDS [19] whenever the database is changed, 
comparisons against all the existing items of the 
database need to be performed because the 
algorithm does not keep track the 
potential/candidate skylines.[18] 

(3) In Incoskyline [20] finding new skylines after the 
database is changed will incur more comparison 
compared to ISkyline [17] since there is no 
domination history that can assist in finding the 
new skylines.[18] 

 
3 Problem Formulation 
 
3.1 Preliminaries 
In this work we consider that bigger values are 
better than smaller. In this section we will cover the 
basic definitions which are related to the skyline 
queries for dynamic incomplete database. 
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3.3.1 Definition 1: Dominance Relation 
Given a database D with items Pi, i = 1, 2, …, m, 
and n dimensions d = {d1, d2, …, dn}. Let two d-
dimensional items Pk = {U1, U2, …, Un }and Pl ={ 
S1, S2, …, Sn}, Pk dominates Pl denoted by Pk  Pl 
(greater values are preferred) if and only if the 
following condition holds:  

∀ i  ∈ d , Ui ≥ Si ˄ ∃ j ∈ d, Uj > Sj  
 
 
3.3.2 Definition 2: Skyline Query 
Given a set of items D, an item Pi ∈ D is a skyline if 
there is no other items Pj ∈ D that dominates Pi. 
Items that are not dominated by other items in the 
database D are considered as skylines. Skylines 
have the transitivity property that means if Pi 
dominates Pk and Pk dominates Pl it leads to Pi 
dominates Pl [6]. 
 
 
3.3.3 Definition 3: Incomplete Database 
A database DI is incomplete if and only if, it 
contains at least a data item with missing values in 
one or more dimensions. There are many reasons for 
missing values in databases like mistake in data 
entry, inaccurate data from heterogeneous data 
sources, and integrating heterogeneous schemes 
[19]. 
 
 
3.3.4 Definition 4: Dynamic Database 
A database DD is said to be dynamic if the items in 
the database keep on changing in which new items 
are inserted, existing items are deleted and updated. 
 
 
3.3.5 Definition 5: Skyline Query in Dynamic 
Incomplete Database 
Given an incomplete database, DI, the set of 
skylines based on DI, S, and its new state, Dnew, Pi 
∈ Dnew is a skyline if there is no item in the new 
state that dominates Pi. Finding the set of skylines in 
the new state, Dnew, should incur the least number 
of comparisons between the data items in the Dnew 
which will indirectly incur the least possible time. 

The data item Pj ∈ DI may have missing values in 
one or more of the dimensions. The initial dataset 
DI may change to a new state, Dnew, due to the 
following operations:  

(1) Insert Operation: Dnew = DI ∪ D<insert> where 
D<insert> is the new set of items to be inserted into 
the initial database DI. 

(2) Delete operation: Dnew = DI – D<delete> where 
D<delete> is the set of data items to be deleted from 
the initial database DI. 

(3) Update operation: Dnew = (DI – D<delete>) ∪ 
D<insert>  where an update operation is considered 
as a delete operation followed by an insert 
operation. 

 
       The algorithms which are proposed by Khalefa 
et al. [17], Alwan et al. [20], and Bharuka et al. 
[19], are applicable to find skyline points in the 
initial database DI, and if new items are added 
to the database DI, the whole dataset needs to 
be analysed. We prove that IDS algorithm can 
decrease the number of comparisons for finding 
skyline points over dynamic incomplete 
database.  
 
 
4 The Proposed Algorithm 
As mentioned earlier the missing values have 
negative effect on finding skyline points. 
Incomplete items are non-transitive and lead to the 
cyclic dominance. Hence we will not have any 
skyline points as all the items with missing values 
may dominate each other [17].  
 
Our proposed algorithm, IDS, attempt to find 
skyline points over dynamic incomplete database. 
This is shown in Figure 2. To prove that the IDS 
algorithm is correct we apply the new dataset over 
the ISkyline algorithm to produce skyline points,[S’, 
and compare the result with our algorithm, if the 
results are equal then we can conclude that our IDS 
algorithm is correct. 
 
Now we will briefly illustrate the ISkyline 
algorithm. For more detail about this algorithm 
readers may refer to [17]. First the bucket algorithm 
is applied to the database DI and every item is 
categorized in the related bucket based on the 
missing dimension(s). Then in every bucket the 
local skylines are identified by performing pairwise 
comparison between items of each bucket. Next, 
Virtual Points (VPs) and Shadow Skylines (SSs) are 
derived items which are dominated by VP are 
removed from the bucket and are considered as 
Shadow Skylines while the remaining items are 
considered as candidate skylines. After that, 
comparison between the shadow skylines and the 
candidate skylines are performed which then 
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produced the skyline points, S. In every step we 
keep track of the domination relations and store 
them in a domination history table (HD).  
 

      For an insert operation, first we should perform 
the bucket algorithm for the new items, D<insert>, 
and then find the temporary local skylines between 
their items, TLS. Then we do the comparison 
between TLS and S to produce, S’, (Figure 3). 

 

 
Fig. 2.  IDS Framework 

 
 

 
Fig. 3.  The algorithm for an insert operation 
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Fig. 4.  Presents the algorithm for the insert operation 

 
      
 For deletion, the IDS algorithm will work as 
follows. Consider that Pi ϵ D<delete>  , based on the 
domination history (DH) if Pi  is dominated by any 
items in local skylines part then Pi  is deleted from 
the database. But if Pi is a local skyline, Pi is deleted 
from the database, virtual points and shadow 
skylines, and then the items which previously were 
dominated by Pi are retrieved from domination 
history and kept in P-ret. In the next step all items in 
P-ret, Li ϵ P-ret, are compared to each other. If an 
item, (Li) dominates another item (Lj) then Lj should 
be ignored. Otherwise Li is checked with VP. If VP 
dominates Li then Li will be the shadow skyline else 
Li is checked with the shadow skylines. If shadow 
skylines do not dominate Li then Li is the skyline 
(Figure 4). 

For the update operation, the delete algorithm is   
enforced which is then followed by the insert 
algorithm to produce the new skylines, S’. 
 
We have applied the IDS algorithm over three 
different datasets with 150, 100 and 300 items and 
then compared it with ISkyline algorithm. Applied 
ISkyline over the initial dataset DI and counted the 

number of comparisons then added new items Dnew 
to DI and run ISkyline algorithm and calculated the 
number of comparisons. Then we run the IDS 
algorithm with DI and Dnew then counted the 
number of comparisons. We saw that the number of 
comparisons for IDS algorithm decreased. We can 
conclude that IDS algorithm can overcome the 
drawback in existing algorithms which is unable to 
handle dynamic incomplete databases. 
 
 
5 Conclusion 

This paper presents an algorithm, IDS, for solving 
the problem of skyline queries over dynamic 
incomplete database where multi-dimensional items 
have missing values and these items are changing 
over time due to inserting new items, deleting and 
updating existing items. Until now there is no 
algorithm which can find skylines over dynamic 
incomplete database.  
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