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Abstract: This paper presents a complementary procedure to compute preimage in Conformal Map Approach
method for dimensionality reduction. We show a mathematical construction that makes it possible to calculate the
β parameter in this method. Also, we presented the results of implementation of this variant using artificial data
base generator.
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1 Introduction

Today, the growing volume of data generated by infor-
mation and communication systems demand new data
manipulation techniques in order to extract non-trivial
information that implicitly resides in the data to obtain
behavioral patterns immersed in themselves.

Due to this fact, the search for redundancy elim-
ination mechanisms has been a topic widely studied
in recent years in order to improve performance rates
in the calculation of processes such as detection and
pattern recognition implicit in high-dimensional data.

The success of these methods is the ability to
search through hidden rules in a limited number of
parameters to characterize them.

Different solutions have been published based on
linear and nonlinear statistical and mathematical mod-
els. Nonlinear methods are distinguished by is calcu-
lated in another domain, called Feature Space through
kernel functions.

This paper presents a variant of Conformal Map
Approach Method. This consists shows mathematical
construction to compute one parameter of formula the
preimage in the Input Space.

2 Dimensionality reduction method

2.1 Kernel - PCA

Kernel Principal Components Analysis (KPCA) [1] is
an unsupervised learning technique whose objective is
calculate from the original data space to Feature Space
F of low dimensions to determine the variability of
data.

The data are mapped into Feature Space F via
a kernel function defined by Φ : Rn →
F , x 7→ Φ(x). Assuming the data set are centered(∑M

k=1 Φ(x) = 0
)

compute the covariance matrix

C = 1
M

∑M
k=1 Φ(xi)Φ(xj)

T . After this, the Eigen-
values λ ≥ 0 and Eigenvector V ∈ F − {0} are com-
puted by the equation λV = CV . The solutions V lie
in the span Φ(x1),Φ(x2),· · · ,Φ(xM ). As a result, the
equations obtained are λ(Φ(xk) · V ) = Φ(xk) · CV ,
V =

∑M
1=1 Φ(xi) and

λ

M∑
i=1

αi(Φ(xk)) · Φ(xi) =
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1

M

M∑
i=1

λi(Φ(xk)
M∑
i=1

Φ(xj))(Φ(xj) · Φ(xi))

∀k = 1, ...,M

Defining an M ×M matrix K by

Kij := (Φ(xi) · Φ(xj))

the previous expression is re-expressed as
Mλα = K2α where α represent the column vector
with entries α1,· · · ,αM . K is a symmetric matrix, the
equation is simplified MλKα = Kα and gets solu-
tions α. K is positive semidefinite. Therefore, theK ′s
Eigenvalues will be nonnegative and to give the solu-
tions of the last equation. Let λ1 ≥ λ2 ≥ ... ≥ λM
the Eigenvalues and α1, α2, ... , αM with λp being the
first nonzero. We normalize α1, α2, ... , αM by re-
quiring that the corresponding vector in F be normal-
ized. Finally, the projections of Eigevector V K with
p ≤ k ≤ M are V · Φ(x) =

∑M
i=1 α

k
i (Φ(xi) · Φ(x))

may be called its nonlinear principal components cor-
responding to Φ.

3 Preimage problem

In the KPCA method, the direct compute of the preim-
age of a vector ψ in Feature Space is not always possi-
ble. The problem of preimagen [7] consists in finding
a method that it considers the best approximation for
x ∈ Rn, suppose x∗ ∈ Rn, satisfying:

Φ(x∗) ≈ ψ if ψ ∈ F

According to [2] some solutions at the preimage
problem such as Gradient Descent Techniques,
Fixed-Point Iteration Method [3] and Learning The
Preimage Map [6] all of them suffers several problems
due to numerical instability, problems associated with
kernel functions and minima local.

Another solution to the preimage problem is based on
Conformal Map Approach method [2]. By virtue of
Representer Theorem, each of de n coordinate func-
tions can be written as a lineal expansion of avail-
ables images defined by Ψ =

∑n
i=1 αiΦ(x) for

l = 1, 2, · · ·n with unknow weigths to be determi-
nated a new matrix Φ. Each coordinate can be ob-
tained by a projection onto these coordinate functions:
Ψxi = [〈ψ1,Φ(xi)〉〈ψ2,Φ(xi)〉 · · · 〈ψk,Φ(xi)〉]. If
the inner product is preserved betwen Input Space
and Feature Space, the equation of coordinate systems
ΨT
xiΨxj = xTi xj can be resolved by minimizing the

fitness the error of all pairs using:

min
ψ1,...ψn

=
n∑

i,j=1

|ΨT
xiΨxj − xTi xj |2F + η

n∑
l=1

||Ψl||2

where the second term is a parameter of regulariza-
tion. In matrix form, the last equation is expressed
by:

min
Θ

=
1

2
||XTX −KΘTΘK||2F + ηTr(ΘTΘK)

The solution is ΘTΘ = K−1(XTX − ηK−1)K−1.
The position of some preimage is determinated with
ψ =

∑n
i=1 βiΦ(xi). Its coordinates are associated

to the system of coordinate function on the Feature
Space. Using a least square the solution is

x∗ = (XXT )−1X(XTX − ηK−1)β

where β = (β1β2 · · ·βn).

3.1 New method for computing β

We propose a new way of calculating the parameter β
for the solution of preimage problem via CMA. The
Eigenvalues are computed on Feature Space through
of:

ψ =
n∑
j=1

βjφ(xj) (1)

such as implicit representation de ψ of linear combi-
nation de βj with φ(xj) on Feature Space. Assuming
that the ψ is an image of Eigenvector:

ψ =

m∑
i=1

〈φ(x∗), ψi〉ψi (2)

If both expressions (1) and (2) are combined, ob-
tained:
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ψ =

m∑
i=1

〈Φ(x∗),

n∑
j=1

α
(i)
k Φ(xl)

〉
n∑
j=1

α
(i)
k Φ(xk)


=

m∑
i=1

 n∑
j=1

〈
Φ(x∗), α

(i)
k Φ(xl)

〉 n∑
j=1

α
(i)
k Φ(xk)


=

n∑
k=1

(
m∑
i=1

α
(i)
k

(
n∑
l=1

α
(i)
l 〈Φ(x∗),Φ(xl)〉

))
Φ(xk)

=

n∑
k=1

βkΦ(xk)

and therefore

βk =
m∑
i=1

α
(i)
k

(
n∑
l=1

α
(i)
l 〈Φ(x∗),Φ(xl)〉

)

βk =

m∑
i=1

α
(i)
k

(
n∑
l=1

α
(i)
l k(x∗, xl)

)
where αl is l-th entries of the i-th Eigenvector α.

4 Experimental results and discus-
sion

In this section, we ilustrated the variant proposed of
CMA method. The training sets used were data base
artificially generated.

For this experiment the Input Space is R2. We use a set
of n = 500 data point (x, y) whose are located ran-
domly around of origin on Cartesian Plane and were
painted red. (Figure 1).

Figure 1: Conformal Map Approach with a new vari-
ant

The blue points are located were calculated using
the variant of compute of preimage of CMA method
show that method is success. Similarly, we prove
thi variant using set of n = 100 data point (x, y)
located on spiral and square form (Figure 2) show
same results.

Figure 2: Conformal Map Approach with a new vari-
ant

The results shows that MCA method and the vari-
ant presents in this paper allows the reconstruction the
preimage values in Input Space. The variant of the
method give a complementary procedure of MCA for
calculating the preimage in Input Space. Addition-
ally, it is independent of the kernel function and is a
closed approximation method, consecuently is more
efficient.
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