Abstract: Frequent Itemset Mining is a well-known concept in data sciences. If we feed frequent itemset miner algorithms with large datasets they become resource hungry fast as their search space explodes. This problem is even more apparent when we try to use them on Big Data. Recent advances in parallel programming provides good solutions to deal with large datasets but they present their own problems when we try to modify existing data mining algorithms for the new paradigms. The Apriori-algorithm is a classic solution for mining frequent item-sets. In this paper, we provide a parallel implementation of the Apriori algorithm for the Hadoop platform. We introduce a method to measure the performance of the distributed algorithm. In our experimental results we find choke points in the algorithm and provide resolutions.
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1 Introduction

Intelligent analysis of large databases and finding interesting relations in them is an important field of knowledge discovery and data-mining.

Finding frequent item-sets (Frequent Itemset Mining, FIM) is an essential part of exploring interesting connections and analyzing data. FIM tries to find information based on how frequent the interesting events occur in the database. These occurrences can be various things, all based on what kind of data the underlying database contains. In general, the source of this information can vary from items in real or online shopping carts to databases of user generated metadata, like tags or simple log files generated by web-servers in large quantities. When we decide that an itemset is frequent or not depends on a user-submitted minimal threshold. There are various algorithms [1, 2, 3] for mining frequent items and item-sets in databases, but those tend to fall short if we try to feed them with really large volumes of (big) data.

Mining really large databases can be problematic, especially if the data does not fit in the available memory of one computer. This problem can be solved by using algorithms that read the input database more than once and count/store interesting parameters instead of keeping the database in the memory.

Recent developments both in the academic and commercial sectors resulted in increased database sizes. Doing non-trivial calculations on these databases becomes increasingly difficult once it grows out of the available memory of a single machine.

Distributed systems are readily accessible more than ever. It comes natural that any computer bought in the recent years contains more than one CPU core. Even mobile phones are starting to integrate multiple cores [4]. To achieve optimal performance it become necessary to use parallel programming techniques.

In theory the improvement time is linearly increasing every time we add a new machine, but this is not the case in practical scenarios. Most of the existing algorithms has to be changed or fully re-implemented to work in a distributed environment and even after adapted to work in parallel, the speed we gain is lower than expected in most of the cases.

In this paper we will show an implementation and analysis of the classical Apriori algorithm [5]. Our version was implemented to run on the Hadoop distributed computing framework.

Applying the original Apriori-algorithm to huge databases can be problematic. The algorithm’s search space increases heavily and even if the database itself can fit in the memory, the incremental steps of the algorithm can generate more and more data in each iteration.

MapReduce is distributed computation paradigm, invented by Google. Google has their own proprietary implementation which they use internally. The Apache foundation supported a free and open source implementation of the paradigm called the Hadoop
project [6]. The Hadoop projects is collection of different software components. The number of components grew steadily over the years. The two most important parts are the distributed file system called the Hadoop Distributed File System (HDFS) and the software package that implements the MapReduce paradigm called Hadoop framework. All the software in the Hadoop project is implemented on the Java virtual machine.

Using MapReduce paradigm to mine frequent item-sets means we can harness the available computing power of large clusters and thanks to the zero-communication nature of the MapReduce paradigm we can try to achieve the theoretical limits of speedup.

The MapReduce paradigm and the Hadoop framework is recognized for its high throughput, great scalability and fault tolerance. These design goals of the framework means that the development focus was more about to ensure these things than create the fastest possible computation environment. This could result in relatively poor performance when running small jobs in a Hadoop cluster. There is no distinct difference between short and long jobs but the term 'short job' is usually used for jobs running under 400 seconds [7] while the long jobs can take hours to run. Today’s cloud providers, like Amazon EC2, introduced pay-by-time based pricing models. Understanding which parts of the Hadoop jobs use up the time and optimising it can result in savings in the budget.

## 2 Preliminaries

First we elaborate on some basic concepts of association rules using the formalism presented in [1]. Let \( I = \{i_1, i_2, \ldots, i_m\} \) be a set of literals, called items. Let \( D = \{t_1, t_2, \ldots, t_n\} \) be a set of transactions, where each transaction \( t \) is a set of items such that \( t \subseteq I \). The itemset \( X \) has support \( s \) in the transaction set \( D \) if \( s\% \) of transactions contain \( X \), here we denote \( s = \text{support}(X) \). An association rule is an implication in the form of \( X \rightarrow Y \), where \( X, Y \subseteq I \) and \( X \cap Y = \emptyset \). Each rule has two measures of value, support and confidence. The support of the rule \( X \rightarrow Y \) is \( \text{support}(X \cup Y) \). The confidence \( c \) of the rule \( X \rightarrow Y \) in the transaction set \( D \) means \( c\% \) of transactions in \( D \) that contain \( X \) also contain \( Y \), which can be written in \( S(X \cup Y)/S(X) \) form. The problem of mining association rules is to find all the rules that satisfy a user specified minimum support and minimum confidence. If \( \text{support}(X) \) is larger than a user defined minimum support (denoted here \( \text{min}\_\text{sup} \)) then the itemset \( X \) is called frequent itemset.

The association rule mining (ARM) can be decomposed into two subproblems. The first is finding all of the frequent itemsets and the second is generating rules from these large itemsets. Most of the ARM algorithms only differ from each other in frequent itemset mining step as the second sub problem is much easier than the first one. The Apriori algorithm [5] is an iterative algorithm that finds the frequent itemsets in a database. It starts by counting the frequent items and then it combines the frequent items to generate the candidate 2-itemsets. It counts the occurrences of the candidates by doing a full read on the database, and generated the next candidate itemsets which length are longer by one item. Before counting the support of the candidate itemsets the algorithm prunes the candidates that contain non-frequent subsets. The algorithm continues until it no longer can generate a new candidate itemset.

Parallel algorithms for mining frequent item-set are quite common. Distributed algorithms were proposed almost as soon as non-distributed versions were introduced in [8, 9].

MapReduce was introduced by Google employees [10]. MapReduce is a programming model for parallel computations. Google’s own implementation is also called MapReduce and it not available to the public, but the underlying ideas were published. Apache Hadoop is free and open source implementation of the MapReduce paradigm. It is a Java language based implementation widely used by both industry and academic research.

The MapReduce paradigm was designed to work on really large datasets, to solve “embarrassingly parallel” problems. A parallel computing problem is called embarrassingly parallel if the effort needed to separate the solving process into independent, parallel tasks is negligible.

The main idea behind MapReduce is to split the problem the computation into two subproblems: a map and a reduce phase. First, the input data get sliced into smaller chunks and every chunk is given to a machine that executes a mapper. The mapper processes that chunk and provides key value pairs as the output. Than mapreduce framework collects these pairs, sorts them based on the key and passes them to reducers. A reducer receive a key and a list of values that belongs that key and provides the results. The process can be seen on Figure 1. The strength of the MapReduce paradigm is that it does not allow any communication between the map nodes during the map phase and no communication between the reduce nodes during the reduce phase. The data transfer between the map and the reduce phases are automatic and the programmer does not have to explicitly do anything for it to happen.

This approach resolves or avoid the typical falla-
cies of distributed computing. It hides the problem of data distribution and workload balance, the programmer can focus on the algorithm. There are some limitations of course, the mapreduce paradigm works only on key-value pairs, input and output data has to be key-value pairs, as well as the intermediate data that moves between the map and reduce phases.

Some data processing tasks nicely fit to this paradigm, and the conversion of the sequential algorithm is straightforward. Translating other problems and algorithms to the mapreduce paradigm may raise challenges or simply prove unrealizable. The challenges of porting an algorithm and in using a mapreduce framework include the separation the algorithm into two, non-communicating map and reduce phase. Another issue is that a paradigm consists of two steps, the map and the reduce phase and the computation only provides a final result after the final computer in the reduce phase finishes its job. Porting a recursive or cyclical algorithm means that we have to restart the map-reduce loop and feed the output of the previous cycle as the input for the next many times before reaching the desired result.

3 Related work

Data mining and frequent item-set mining is a well researched field, various, well-established algorithms available for such tasks. The distributed versions of such algorithms are almost as old as the originals, but they tend to fail on the scale of Big Data.

The iterative mechanics of the Apriori algorithm does not fit well with the MapReduce paradigm because of the high overhead introduced by the framework itself at the start and the stop of every iteration. Li et al. proposes [11] a Single Pass Counting (SPC) based method for distributed calculation of the Apriori algorithm. The main idea behind the SPC algorithm is that it uses a MapReduce phase for counting the items and generating candidate itemsets. Another proposed algorithm is the Fixed Passes Combined-Counting (FPC) start to generate candidates with n different lengths after p phases and counts the frequencies in one database scan, where n and p are given as parameters. The last algorithm in their paper is called the Dynamic Passes Counting (DPC) which is similar to FPC but n and p is determined dynamically at each phase by the number of generated candidates. They also proposed the PApriori algorithm in [12] which is very similar to SPC.

Another well researched single-machine algorithm for frequent itemset mining is the FP-Growth algorithm [3] which uses a datastructure called FP-Tree to count the frequent items. This datastructure compresses the input database in most of the practical inputs. A mapreduce based parallel version of this algorithm is called Parallel FP-Growth (PFP) was proposed in [8]. The PFP algorithm groups the items and distributes their conditional databases to the mappers. The mappers independently builds and FP-tree corresponding to their own slice of input data. PFP efficiency is not optimal, because some of the nodes has to read almost the whole database into the node’s memory which is undesired or outright impossible in many use-cases of Big Data scenarios.

The PARMA algorithm proposed in [13] provides great improvements to the runtime of finding association rules. PARMA achieves this by utilizing probabilistic results, it only approximates the answers. Another statistical approach was presented in [14]. This solution uses clustering to create groups of transactions and chooses candidate sets from the representative itemsets in the clusters.

The count distribution (CD) algorithm [15] is a fundamental distributed association rule algorithm. The basic idea of this algorithm is that each of the nodes keeps large itemsets and counters of candidates locally, which are related to the whole database. These counters are maintained in accordance with the local database and incoming counter values. The nodes locally execute the Apriori algorithm and after reading through the local database they broadcast own counters to the other nodes. Each of the nodes can generate new candidates on the basis of the global counter values. Listing 1 shows the pseudo code of the CD algorithm.
Drawback of this approach is that the itemset counting phases are always synchronized to the slowest node.

D_local = receiveDataset()
C_local_1 = countItems(D_local)
broadcast(C_local_1)
L1 = gatherCounters()
C_local_2 = generateCandidate(L1)
i = 2
while Ci != 0 do
  for all t IN D_local do
    incrementCounter(C_local_i, t)
broadcast(C_local_1)
  Li = gatherCounters()
i++
  Cib = generateCandidate(L_i-1)
return merged(Li)

Listing 1: Count distribution algorithm pseudo code

4 Frequent itemset mining on Hadoop

There is no well established frequent-itemset miner algorithm for the Hadoop framework. The Apache Mahaout software collection contains an algorithm that can be used to mine frequent itemsets, but as showed in [16] the the implemented algorithms does not perform well on real world data, on some inputs they did not even provide any meaningful result.

In this paper we will analyze the performance of the algorithm we proposed for frequent item-set mining in our previous paper [17] which is using a similar algorithm to Li et al.’s SPC algorithm.

MapReduce paradigm requires key-value pairs for input and output, so first the dataset has to be converted to this format. Transactional databases can be converted to key value pairs where the key is the transaction ID and value is the set of items from the transaction. The algorithms also have to use key-value pairs to represent their intermediate state. This internal state is passed to the reduce machines at the end of the map phase.

Large part of the challenges of converting an algorithm to use the Map Reduce paradigm is to find the right place to separate the internal data and find a good key-value representation for the data passing between the map and the reduce phase.

4.1 Experimental Setup

For the presented measurements we used the following tools. We used a small Hadoop cluster consisting of four computing nodes. All of the computing machines were running in a virtualized environment on the same host hardware. All virtual machines were allocating the same amount of resources in the virtualized environment. The available memory was 2 Gigabytes per machine. We were using version 1.1.2 of the Hadoop software framework. All of the machines were running the Ubuntu distribution of the Linux operating system with the latest stable Java runtime installed.

We used various input datasets for the measurements. A synthetic dataset generator tool was published with [5]. Most measurements were using the data generated by this tool. We were using other datasets used for research in the frequent itemset mining areas were obtained from [18].

We also conducted measurements on our own dataset. This database was based on real world data acquired from web-server access logs of different high-traffic websites.

An access log by itself is not a transactional database that can be used for frequent itemset mining. We had to convert the logs into a format that is meaningful in a frequent itemset mining scenario. Each visited website was considered as an item and given a unique identifier. Websites visited by the same user within a period of time are considered to be in the same itemset. The time period chosen is arbitrary, in our case it was chosen to be 60 seconds.

The file format of the transactional databases slightly varies between the different data-generators and databases. As a step before loading the data into the distributed filesystem we convert the them into an intermediate file format. In the intermediate file format every transaction is represented by one line. Line base separation is handled well by the Hadoop framework. The lines start with a transaction identifier and followed by the list of items. If there is a meaningful lexicographic ordering available on the items then we store them in ascending order.

The algorithm implementation consists of multiple mapreduce jobs and it generates an output in every phase. These output files are used by the next job, except the last one. The output of the last job is considered as the output of the whole computation. We do not use this output for further analysis, currently we are only interested in the running speed of this implementation. Because of the size of the output files can grow significantly, the output files of the previous runs gets discarded every time a new job is started.

4.2 Mapper setup

The first step of any MapReduce job is the map step. Before the start of this step the Hadoop framework will split the $D$ input database into smaller $D_n$ chunks. The size of these split parts depends on the framework configuration and how the data is dis-
tributed across the on the file-systems of the machines in the cluster. Computation and data storage takes place on the same computers. The frameworks tries to minimize the use of the network and will try to feed local data to the computation. Each chunk is provided as input for a mapper instance. It is possible to create both more and less chunks than the available mapper nodes thus sometimes database chunks will wait for nodes to free up.

The purpose of the very first map task is to count all the items. This is implemented in a really straightforward way. The input data is given to the mapper line by line then the line is split into items and the output key-value pair consists of the item and the value 1. This is the local frequency of the item. The pseudo code of the first map task is on Listing 2.

```
for all transaction in DB_chunk do
    for every item in transaction
        output key=item value=1
    end for
end for
```

Listing 2: Pseudo code for the first map task

In the following phases the mapper uses a different implementation. Starting from the second phase the mapper get a chunk of the original dataset and reads another input database that was generated by the previous reduce task. This database contains all of the candidate itemsets. In the $n^{th}$ phase this databases contains the list of the candidate itemsets of length $n$. The goal of the mapper is to count the frequency of each candidate. To achieve this, the first step of mapper is to read all the available candidates to the memory and then read process the database chunk and count the occurrence of each candidate. The following pseudo code in Listing 3 represents the algorithm of the map task.

```
Candidates = read_from_HDFS()
for all t in DB_chunk do
    increment_counter(Candidates, t)
end for
for all c in Candidates
    output key=candidate value=candidate count
end for
```

Listing 3: Pseudo code for the general map task

### 4.3 Reducer Setup

The reducer task get its input key-value pairs from the output of the previous map task. The pairs are ordered and there is a guarantee that if a reduce task receives a key it will also receive all values with the same key. The ordering and moving of the intermediate key-value pairs is done automatically by the framework and it is called the **shuffle** step.

In the our current implementation of the Apriori algorithm we limit the number of the reducer nodes to one. To generate all the candidate itemsets we have to use all large itemsets. If we do not limit the number of available reducer tasks then we can not get a global state where we combine all large itemsets into larger candidate itemsets. The reduce task always does the same with every key-value pair, presented on Listing 4.

```
itemset = input key
counts = input value
large_items = empty array
if sum(counts) > minimum_support
    large_items += itemset
end if
```

Listing 4: Pseudo code of the reduce task, first phase

After summing up all the itemsets the reduce task creates the candidate database. This is then written to the DistributedCache. The pseudo code is in Listing 5.

```
candidates = generate_candidates(large_items)
if candidates is empty
    STOP
else
    output candidates
endif
```

Listing 5: Pseudo code of the reduce task, second phase

The reduce task starts with the itemsets of length 1 and generates candidates with length 2. During step $k$ of the algorithm it will start with length $n$ itemsets and generate length $k + 1$ candidate itemsets. If the reduce task cannot generate bigger candidate itemsets it will stop the whole computation.

### 4.4 Job Orchestration

One map task followed by a reduce task will generate the $k + 1$ sized frequent item candidates called $C_{k+1}$. To reach every frequent itemset, the algorithm requires multiple passes over the input database. Because Hadoop jobs inherently consists of only one map and one reduce task we had to create a tool that can decide if there is a need for another iteration. At the end of the reduce task, the single reducer can tell how many candidate itemsets were generated. If there are no more candidates the reduce task will signal the tool and the computation is finished.

If there are candidates available value is greater than zero then a new job must be started. The map task in this job requires the generated candidate itemsets as input as well as the split of the input database. However in Hadoop a map task can only get have the
input database split provided by the Hadoop framework.

The candidate itemset database is written into the Hadoop Distributed-cache where every mapper instance can read its contents and process it. The Distributed-cache is a Hadoop specific feature and can be populated with arbitrary files. These files are available to every machine in the cluster. The schematic overview of this setup can be seen in Figure 2.

![Figure 2: The setup of the Apriori algorithm implementation](image)

### 4.5 Execution Time Analysis

We run a task on a different input datasets with the same minimum support values. We started on single-machine pseudo cluster then enabled another machine and finally we enabled all four. The results can be seen on Figure 3. As we expected, the computation got faster when more machines were enabled. We can see however that the difference between the elapsed time is narrow when the input dataset was small.

We monitored many aspects of the cluster during the jobs. We are interested in making the frequent itemset mining algorithm faster on the Hadoop framework so the most relevant was how much time it took to run a full computation, but it is important to know how much time is spent on the different parts of the algorithm.

Measuring the spent time of an algorithm that runs on multiple machines in a parallel environment is not a trivial task. The Hadoop framework can tell how long a job was running but our computations are using multiple jobs. We can sum up these jobs of course but the framework does a lot of things in the background like copying code and data between the nodes as well as ordering and shuffling the intermediate job data.

We need more fine grained values so we created a scaffolding framework for our implementation that is responsible for measuring the spent time on each task. This information was collected on each of the computers that were part of the measurements. The resulting data was written to the distributed filesystem. Every machine gets a unique identifier and logs its execution time analysis to a different file named with this id. Appending to the same file on the distributed file system is not recommended due to performance reasons and it was not even possible in the earlier versions of Hadoop. We can extract and accumulate the data as one file easily, thanks to the merging capabilities of the HDFS. At the end of the jobs the files are collected and merged into one. These files are really small and only accessed a few times during a job, so creating and writing to them did not have any measurable impact on the jobs.

We can use the data to measure how much time was spent on each iteration. From this data we can see that the first step of the algorithm, the first MapReduce job that will calculate the frequent pairs will be using significant time compared to the later steps.

![Figure 3: Running time of the Apriori algorithm](image)

![Figure 4: Hadoop mapreduce framework overhead](image)
On Figure 4 we can see the overhead of the mapreduce steps. What we call overhead is the time spent when the job is running but it not executing any of the code we written. The time used by the framework is mainly consists of the shuffle step and the copying of the data. Since in each iteration we have to distribute the output of the reduce step to every mapper machine the time of this copy is reasonably big. As seen in the figure, in some iterations the time used by the Hadoop framework is larger than the time used up by our job, this is the reason why we see smaller differences with small datasets on Figure 3. The overhead of the framework is more significant if the dataset is small.

4.6 Impact of the Reduce Step
Since the reduce step is always limited to a single machine we assumed that it will produce a bottleneck. We analyzed the data to find out if it is really the case.

![Figure 5: Map and reduce task runtimes](image)

In Figure 5 we can see how much time the reduce task and the map tasks take during one job iteration. In the first job the time of the reduce phase is on par with the all the map phases combined but in the following jobs the reduce task takes negligible time.

This means that the generation of the length 2 candidate itemsets is indeed takes a significant time but in the later iterations, the time needed to generate the \( k + 1 \) itemsset is not comparable to the time of counting the candidate itemsets in the map task.

Breaking up the reduce-step into smaller tasks would produce benefit only during the first iteration but nothing in the later iterations of the algorithm. A parallel reduce implementation can add to the already significant overhead of the framework by shuffling and distributing the data for the reducers across the network and then collecting the results. This means we should focus more on eliminating steps from the whole algorithm and decreasing the steps needed to get the final result so we can decrease the significant overhead that is introduced by the Hadoop framework as seen on Figure 4.

Figure 5 also shows us that the map runtime varies between different nodes. In extreme cases one mapper node takes up more than twice as much time than the others in that job. The computation can only continue to the next reduce step if all of the mapper nodes are finished. This means that the map task will be finish when the slowest node finishes. While this sounds bad, in reality the Hadoop framework starts to sort and shuffle the output of the nodes as soon as they finished with their chunk of the input data. Still it worth noting that the slicing of the input database impacts the workload balance of the map tasks.

5 Conclusion
We provided a runtime analysis of our approach to frequent item-set mining on Hadoop and pointed out various performance choke points in the algorithm. We found that using a single reducer does not necessarily introduces a bottleneck and by trying to split up the single-machine reduce step to multiple machines we can cause significant framework overhead which is greater than the time we gain by making the reduce task parallel.

In Section 4.6 we showed that the single-machine reducer algorithm works great because it does not introduce unnecessary overhead. There is a possibility that the input data has a large number of long candidate itemsets. In that case, the reduce step will take a significant time with every iteration. A parallel solution, where the reduce step is broken down to several machines the time gained can overcome the introduced overhead, but we cannot make a parallel reducer the default option. In the first iteration of the algorithm, it still takes large amount of time to create the next candidate itemsets on a single-machine reduce task. Making only parts of the reduce task parallel is worth exploring.

As seen in section 5, the runtime of the map nodes varies heavily. Further research is needed in this area to determine how to load the input data to the nodes for a more balanced workload. The Hadoop DistributedCache could be replaced with alternative solutions, such as a remote database. These alternative solutions to the DistributedCache are part of a further research issue.
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