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Abstract: This paper discusses the possibility of designing a two stage classifier for large-scale hierarchical and
multilabel text classification task, that will be a compromise between two common approaches to this task. First of
it is called big-bang, where there is only one classifier that aims to do all the job at once. Top-down approach is the
second popular option, in which at each node of categories’ hierarchy, there is a flat classifier that makes a local
classification between categories that are immediate descendants of that node. The article focuses on evaluating
the performance of a k-NN algorithm at different levels of categories’ hierarchy, aiming to test, whether it will be
profitable to make a semi-big-bang step (restricted to a specified level of the hierarchy), followed by a middle-down
more detailed classification. Presented empirical experiments are done on Simple English Wikipedia dataset.
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1 Introduction
One of the biggest challenges in the field of data min-
ing is text classification [1]. Given a text written in
natural language, text classification aims to assign one
or more category labels that best describe the content
of the text. The problem is challenging because the
most known data mining techniques require data in
the form of vectors of numerical features and it is dif-
ficult to represent natural language using such a re-
stricted representation without loosing much informa-
tion. Nevertheless, a simple Bag-of-Words represen-
tation with properly chosen feature weighting scheme,
combined with statistical methods like LSA, pLSA or
LDA [2, 3, 4] is often satisfactory, when the number
of documents per subject category in the training set
is large enough.

Nowadays however, the challenge is set four steps
further.

• First, is the implementation of text classifica-
tion task for a large scale repositories. This
means that the number of documents to classify
is counted in thousands, if not millions, and so
the number of categories. As an example, the

problem of automatic classification of English
Wikipedia articles involves processing the repos-
itory that contains over 3 millions of documents
and over 300 thousand categories.

• Second, the cardinality of classes’ elements is
unequal. Such unbalance distribution stems from
’horizontal differences’, i.e. unrelated topic ar-
eas of various sizes, as well as ’vertical differ-
ences’, which means varying specificity of top-
ics and subtopics – categories can be organized
in a hierarchical structure.

• Third, the task of text classification is often
multi-label, that means a document can be asso-
ciated with more than one category.

• Fourth, as there are large number of classes, the
classification task should take into account re-
lations between categories that form a structure
that organize them. This is not taken into consid-
eration in a typical classification, where classes
are treated as independent from one another.

Among many attempts coping with such a large
scale, unbalanced, multi-label and hierarchical text
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Figure 1: A small snippet from pseudo-hierarchical structure of Simple English Wikipedia categories with depth
level indication. It presents one of many cycles (between Computer Science and Computing categories) that have to
be cut in order to obtain a real hierarchy. An example of a category (Religious texts) with multiple supercategories
is also shown.

classification problems [5, 6, 7], one of the most
promising solutions, in respect to performance qual-
ity and robustness, is the use of two-stage classifi-
cation [8]. In the first stage, a fast classifier per-
forms a rough classification returning a list of cate-
gories, that have relatively high probability of being
in the set of correct labels for a given document. Af-
ter that, the second stage is used to fine-tune the pre-
vious rough estimate employing some more sophisti-
cated and computationally more demanding classifi-
cation algorithms.

If it comes to the choice of a first-stage classifier,
a modified version of a well known k nearest neighbor
algorithm is among the most reasonable ones. It does
not require learning phase and it can have fast imple-
mentation using inverted indexes [9] and/or some pa-
rallelization techniques [10].

In this article, we present our experiments with
a multi-label version of k-NN classifier aiming at mea-
suring its classification performance at different level
of thematic categories’ specificity. The next section
describes the problem. Section 3 explains the method
that was used to evaluate k-NN. Results of that evalua-
tion are given in section 4, after which the last section
contains some conclusions and final thoughts.

2 Problem description
If categories are organized in a hierarchical-like struc-
ture, such as shown in Fig. 1, the specificity of a cate-
gory can be understood as the depth level of this cate-

gory in a directed acyclic graph (DAG) of the hierar-
chical structure. For example, category ”Linux” from
level 3 of the hierarchy is more specific than category
”Computer Science” (lev. 2) which in turn is more
specific than category ”Science” (lev. 1). Of course,
defining specificity of a category in terms of its posi-
tion in a more or less arbitrary hierarchy could lead to
paradoxical and even wrong assessments (especially
when some branches in a hierarchy are much deeper
than other), but this approach can be seen as a first
rough approximation.

In hierarchical classification, there are two fre-
quently employed approaches [11]:

1. Big-bang approach, in which there is only one
global classifier, that tries to assign to a test doc-
ument labels from all the levels of specificity at
once.

2. Top-down approach, where the task is decom-
posed into smaller, ’flat’ classification problems,
at each level of a hierarchy, so that there are many
’local’ classifiers involved.

As many studies show, the results of a top-down
strategy is often impaired by the so called ’error prop-
agation’ effect, i.e. the fact that errors made by clas-
sifiers at higher levels of a hierarchy are repeated at
lower levels as well. On the other hand, the downside
of a big-bang approach is that one global classifier is
hard to train and this results in poor classification per-
formance.
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As indicated above, one of the promising attempts
to large scale text documents classification is the use
of a two stage classifier, especially with k-NN-like al-
gorithm in its first phase. In the context of the two
approaches to hierarchical classification, the roles of
system’s two stages can also be of two types. In
the first one, k-NN classifier tries to select a reason-
able number of the most promising candidate cate-
gories from all the levels of specificity, and the second
stage is used to validate those choices by making a bi-
nary decision about each candidate category, whether
it should be added to final output or not. This is a two-
staged big-bang approach to large-scale classification.
The other one is to restrict the categories from which
the first stage classifier can choose candidates only to
those with low specificity. This is done in order to
minimize classification errors at the first stage, so that
the second stage can be used not to validate previous
choices, but to give more precise description of a doc-
ument by incorporating local classifiers. This is there-
fore partially hierarchical top-down approach.

That second view reveals the fact that a two-
staged system can be a good architecture for a classi-
fier that incorporates a policy that would be a golden
mean between two extremes, i.e. big-bang and fully
local. In the first stage, k-NN performs a big-bang
classification, but only to a limited level of specificity,
so that its performance is satisfactory. Next, in the
second stage local classifiers make detailed classifi-
cation in a top-down fashion, but because part of the
work is done by k-NN, the problem of error propaga-
tion would be limited.

The problem is then to examine how specific can
k-NN be, i.e. to which level of categories’ specificity
the classification performance of k-NN is reasonably
enough to be used as a first, big-bang step in the two-
staged classification system. Such system aims to be
a balance between big-bang and top-down approaches
to hierarchical classification.

3 Evaluation method
To answer the above question, we performed exper-
iments on the text corpus extracted from the whole
Simple English Wikipedia1 processed with Matrix’u
application [12]. All articles are represented using
a standard bag-of-words technique with supervised

1http://simple.wikipedia.org

Confidence Weight feature weighting [13]. We did
some initial filtering, which includes removal of cate-
gories that have less than 5 articles, cutting all the cy-
cles that appear in the category structure and removal
of stop words and words that appeared only once in
the whole corpus. After that, the dataset consists of
55637 articles and 5679 categories. The categories
form a DAG with 8 supercategories as the root nodes
(level 1 of specificity) and other ones being their de-
scendants up to 13 levels of specificity.

The global classifier which was evaluated at dif-
ferent category levels is our implementation of the
2012 Pascal Challenge on Large Scale Dowinning al-
gorithm [5]. In this paper, we did not aim at improving
the performance of it (one way of such improvement
is published in [14]), and used the original parameters
of the classifier, which were not modified (most im-
portantly: k parameter of the k-NN is set to 30, and α
parameter of the scoring phase is set to 3.0).

The classifier was employed once, in a leave-one-
out fashion on the whole dataset. All the results pre-
sented in the next section rely on evaluating these
k-NN predictions. This evaluation was performed
using macro- and micro-averaged label based mea-
sures (precision, recall and their harmonic mean – F1-
score) [15].

In the calculation of the classification perfor-
mance at a given hierarchy level, only categories that
are exactly at the level under investigation are treated
as relevant. The decisions made by the k-NN classi-
fier about associations with categories that are out of
this set are not passed to evaluation measures. At each
level, classifier decisions regarding each of 55637 ar-
ticles are evaluated. The classification works with the
assumption that when an object belongs to some class
it also belongs to all its ancestor classes. Therefore,
if the k-NN assigns a category (or many categories)
to a document, it is automatically also assigned to all
supercategories of that category (categories).

4 Results and discussion
Figure 2 presents results given by the described evalu-
ation method. Initially, the results indicated by macro-
averaged label based measures (fig. 2a) seem to be
surprising. In its left part, the plot is as expected:
with the increase of categories specificity, the quality
of classification is getting worse, each measure indi-
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(a) Macro-weighed measures. (b) Micro-weighed measures.

Figure 2: K-NN performance depending on categories’ hierarchy depth.

(a) (b) (c)

Figure 3: Details of the results: (a) F1-scores of each class per hierarchy depth with macro- and micro-averages of
them, (b) the number of categories per hierarchy depth, and (c) F1-scores of each class per its size (log-scale on
the horizontal axis).

cates this. However, after the 6th level of depth, the
classification quality increases, so that more specific
categories seem to be predictable better. The same ef-
fect can be found by looking at micro-averaged mea-
sures (fig. 2b), although here it is less apparent. The
second observation is that the micro-averaged mea-
sures have higher values than the macro-averaged.
The third thing worth noticing is the pick at 7th level
of micro-averaged measures. To explain these phe-
nomena, more detailed analysis of the results has to
be done.

Additional characteristics of obtained results are
presented in fig. 3. Each point in fig. 3a corresponds
to the value of F1-score calculated for each category
separately. Macro-averaged and micro-averaged F1-

score values are plotted here once again to show the
differences between them. Macro-averaging is sim-
ply the arithmetic average of all classes’ F1-scores at
a given hierarchy depth. Micro-averaging involves av-
eraging the number of individual classifier decisions
(i.e. about assigning a label to an article or not) and
calculating F1-score based on that averages. Because
true negatives do not impact the F-measure and this is
the most common type of classifier decisions for small
classes (most objects should not be assigned to such
classes and a classifier correctly does not do this), and
because true positives and false negatives do impact
the F-measure and these are the most frequent clas-
sifier decisions when classifying to large classes, the
micro-averaged label-based F1-score has the property
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(a) Level 6 classes.

(b) Level 7 classes.

(c) Level 8 classes.

Figure 4: F1-scores of each class per its size (log-scale
on the horizontal axis): (a) classes from level 6, (b)
classes from level 7, (c) classes from level 8.

of being determined largely by classifier performance
on classes that have big sizes. The performance of
k-NN classifier for big classes, which are present es-
pecially at levels 1 to 7, is relatively good (above 0.8
for the largest, as is depicted in fig. 3c), and this is the
reason why the micro-averaged measures at that levels
indicates much better classification performance than
macro-averaged measures.

Depending on the depth level, the number of cate-
gories changes significantly. This change is visible in
fig. 3a as much more densely located points at levels
4 to 6 than at other levels, but is additionally shown
in fig. 3b. The main 8 categories from the first level
are gradually branching, initially causing the number
of categories to grow exponentially. However, most
of category branches goes not deeper than 5th or 6th
level. After that level, the number of categories drasti-
cally decrease, with only one category at the last 13th
level.

It can be seen that the macro-averaged measures
are mostly influenced by the number of classes, that k-
NN has to choose between. If there are many classes
(as on levels 4 to 6), the classification is obviously
more difficult and the results are worse. This also
affects micro-averaged metrics, but here the effect is
less harmful, because micro-averaging is less depen-
dent on the number of classes (many of which are
of small size), but on the performance on the biggest
ones.

To explain why there is a pick in the micro-
averaged performance measures at 7th level of the
hierarchy (which is, interestingly, precisely the mid-
dle depth level), detailed scatter plots are shown in
fig. 4. This is the same type of illustration as pre-
sented in fig. 3c, but the classifier performance for
categories only from levels 6, 7 and 8 are pointed out.
It can be seen that level 6 contains a big number of
classes. Although there are some very large classes
and their F1-scores are high, most of them have small
size and, moreover, substantial part of them has very
low F1-score, even 0.0. This biases micro-averaging
towards low value. Level 7 still contains big classes
(esp. the one with over 20000 articles) with high F1-
scores, and, at the same time, has many fewer small,
mistakes-generating classes. This is why the averaged
result is much higher at that level. On the other hand,
level 8 has even smaller number of small categories
that k-NN has problems with, but here there are no big
and easy to classify categories, that pull up the micro-
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Figure 5: Upward error propagation example: fp –
false positive error, fn – false negative error, tp – true
positive decision, tn – true negative decision.

averaged measures at previous, higher levels. The
middle depth level of the hierarchy is then a ”golden
middle” that already does not have too many small
and difficult categories (many hierarchy branches are
ended here), but still does contain large and easy cat-
egories.

Upward error propagation

There is one more, very important negative effect
that takes place, when a big-bang classifier is used
to large scale hierarchical classification task. It can
be called upward error propagation, and should be
seen as a counterpart of the well known error prop-
agation effect in the local, top-down approach. Up-
ward error propagation occurs when a global classi-
fier, such as our k-NN, makes a mistake at some level
x. Then (fig. 5), because of the assumption that if
a document belongs to a category, it automatically be-
longs to all the ancestors of that category, it is prop-
agated upwards to higher levels x − 1, x − 2 etc. up
to the level, at which one of the original categories of
the document has the common ancestor node with the
mistaken category. In the worst case, the error can be
propagated to the root level 1. This propagation ef-
fect is even more damaging when categories can have
more than one direct supercategories, as it is in our
case of Wikipedia categories.

Described effect is very harmful to the tested k-
NN and Wikipedia dataset. The most extreme ex-
ample of its influence is the case of an article ti-

tled ’Rye House railway station’ classification, which
originally is assigned to a third level category ’Trans-
portation stubs’, and therefore is connected also with
ancestors of that class: ’Transportation’ and ’Every-
day life’. k-NN classifier, as it has generally problems
with ’stubs’, because of their very short articles, as-
signs wrongly the label ’Human behavior’ from 12th
level. This false positive decision was propagated all
the way up through forking paths to roots of the hierar-
chy ending with 275 (!) false positives to that article.

5 Conclusions
There are two interesting findings from presented ex-
periments.

• First, it is not the case that the classification
of text documents using k-NN classifier is best
when classes are of general subject and then
monotonically decreasing. Hence, we cannot
simply tell, up to which level of specificity it is
desirable to classify using first stage classifier,
and then validating and precising the results with
a second stage classifier. It can be seen however,
that maybe the most promising results are at the
middle level of class specificity.

• The second thing is the existence of the ef-
fect, named upward error propagation, which
is a challenging problem for those who prefer
to use ’big bang’ classifiers instead of top-down
ones, arguing that they do not suffer from stan-
dard error propagation effect. We can say that
both attempts to large scale hierarchical classifi-
cation have the same problem of the influence be-
tween decisions made at one level of a hierarchy
and decisions at other levels, only the direction
of error propagation changes.

In the future, we plan to make more experiments
aiming at establishing those preliminary conclusions.
The use of other, even bigger data set, like the normal
English Wikipedia can be used. We should also try
to incorporate other feature weighting schemes to find
how those affect the general behavior of the classifica-
tion system. And, most importantly, we must develop
the method, used as a second stage classifier or an ad-
ditional, middle-stage, to compensate or minimize the
results of upward error propagation. For that purpose,
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we plan to use optimalization methods similar to pro-
posed in [16, 17].
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