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Abstract –In this paper the description and results of a mammo-

gram compression algorithm are presented. This algorithm has no 

visible losses and works with wavelet transforms, thresholding, scalar 

quantization and lossless codification in order to obtain smaller files 

than the original; the resulting files allow reconstructing a similar 

image that amid the losses, does not affect the diagnosis. 

The algorithm was tested with 330 mammograms and as result, 

the average compression rate was 16:1, the average PSNR 50dB and 

the average SSIM 0.96. In addition, the results were submitted to a 

clinical evaluation, which allowed making a statistic analysis. This 

analysis suggests that there is no alteration of the diagnosis when the 

compressed mammograms are used. 

 
Keywords-component; Digital mammography, JPEG2000, lossy 

image compression, McNemar test, structural similarity (SSIM). 

 

I. INTRODUCTION 

With the development of new technologies in acquisition of 

medical images, new ways of non-invasive diagnostic have been 

achieved. These ways generate high resolution images that ease 

the medical labor. However, it has caused a new problem: bigger 

amount of data, which increase the hardware resource needed for 

the image processing. For this reason, new ways of compression 

are studied with the purpose to keep the main information and 

discard any data which are redundant.  

From all the medical diagnostic images, there is a big interest 

in mammogram, since is a method for diagnosing cancer in early 

stage. With these X-ray images one can detect different types of 

injuries in the breast tissue that, depending on its characteristics, 

may suggest the presence of carcinoma. In addition it is an inex-

pensive test, so it has been implemented as a routine test which 

has reduced the mortality rate. 

The mammograms are high resolution images, which mean 

that there is a lot of redundancy in its data; therefore the image 

file is quite large and hard to handle. Due to that, it is necessary to 

compress the images in order to remove the data that is not rele-

vant to diagnostic. However, because mammograms are used for 

diagnostic and prevention, the process of compression should be 

done very careful. 

Based on the previous ideas, the main objective of this paper 

is the proposal and implementation of a compression algorithm 

for mammogram images that do not influence the medical diag-

nostic, which one can call without visible losses [6]. In order to 

keep the medical reliability, several images quality measurements 

were chosen for comparing the original image versus the com-

pressed image. Also a medical study to measure the effects of the 

compression was proposed, this method was based on contingen-

cy tables. 

In the section II the proposed compression and decompression 

algorithm is described. Thereafter, in the sections III and IV the 

results and the proper analysis and conclusions are shown. 

II. PROPOSED ALGORITHM 

The mammograms are high resolution radiologic images. Be-

cause they are not periodic signals it is very useful to analyze 

them with wavelet transform, since it shows indirectly the fre-

quency coefficients and the location in the image. Therefore is 

possible to identify the discontinuities of the images while its 

spectrum is observed, in order to obtain a representation without 

infinity frequencies that allow detecting the data which can be 

omitted.  This is made through shifts and dilations of a scaling 

function and a mother wavelet. 

The wavelet functions and scaling function are continuous 

signals of finite duration, then they belong to the       space, 

which is a separable Hilbert space [1, 2, 3]. This space has an 

orthonormal base. The scaling signals      can be written as 

follows:  

 

     ∑         
 
     ∑     √                 

       

 

Where                is the inner product of the function 

with the base for a scaling factor equal to 1.This corresponds to 

coefficients of a low pass filter. Every value of   represents a shift 

in the scaling signal base.  

Similarly, for the wavelet function      one can write: 

  

     ∑     √                                        
      

  

Where               can be viewed as coefficients of a high 

pass filter. 

In order to obtain a wavelet representation of a signal, the pro-

cess is reduced to the design of a bank of filters that meet the 

analysis coefficients. For image reconstruction from wavelet 

coefficients, one can use the concept of quadrature mirror filters 

that allow a perfect reconstruction of the input function to the 

filter bank. 

Since images are two-dimensional functions the process is a 

little different. First the wavelet transform is applied in an axis to 

get the approximation and details coefficients, then, for each, the 

wavelet transform component is calculated but in the other axis. 

Finally the four components are obtained and can be viewed as 

four images with one quarter of the original image size. As it is an 

energy finite transform, large number of coefficients has values 

close to zero, which facilitates quantification.  

The images in the database DDSM [5] that were used have 

sizes that easily exceed four million square pixels with 16 or 12 

bits per pixel, which means that although the wavelet transform 

can group the most significant pixels in an area, the direct encod-
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ing on the coefficients would be inefficient for the time and hard-

ware demanded. 

For this reason multiple wavelets were used. In this way it was 

possible to decompose the image in smaller sections which are 

more manageable computationally. Then, the proposed scheme of 

compression in the Fig. 1 is shown. In this scheme the different 

wavelet transforms are adapted according to the needs of each 

image. Also, with this scheme one can have more control over the 

quantization and thresholding processes, according to the infor-

mation clustered in each component. 

 

 
Figure 1.  Mammogram compression scheme proposed. It has nine blocks 

which transform, quantize and code the image. 

 

A. Image Adequation 

Due to the different equipment used, dates and other factors, 

the images of the data base have diversity of visual characteristics, 

thus there is a need to standardize the display. 

This step includes two settings: one for objects outside the 

breast and one for bright pixels that affect the visualization of the 

breast tissue. With a morphological opening operation the objects 

that are outside the contour of the breast are removed. 

These objects may be caused by artifacts such as dust or label 

profile identification of the breast and have no effect on the diag-

nosis [4]. For the brightest pixels a correction by histogram is 

made. 

 

B. Wavelet Transform  

The first wavelet transformation is applied to the total image 

and as a result, four components are obtained. Yet, they are not 

subjected to the processes of quantization and coding since their 

dimensions and values are still too large.  

After this first transform, a reduction of bits of the approxima-

tion component is done. Although it is established that mammog-

raphy images should have as much information as possible by 

pixel, the visual capacity of the human eye is not enough to rec-

ognize 2
16

 different shades, so one can prescind from some bits.  

Based on [6, 7] the most significant 8 bits per pixel are select-

ed to create a new image. Nevertheless the 8 least significant bits 

are not discarded because they have information about the contour 

and contrast of the breast. To avoid losing data, the approximation 

component of original image of 16-bit is separated in two 8-bit 

images as follows: let     be the 16 bits image and let    be the 

image conformed of the 8 most significant bits of    . If the bits of 

each pixel of    are shifted 8 positions to left and those positions 

are filled with zeros, a 16-bit image    ̂ is created. Then let      be 

the difference between     and     ̂ , ie: 

 

       ̂            

Then      is another image that can be represented with 8 bits, 

and as    ̂ is obtained from   , therefore the image     can be built 

with two 8-bits images. With the reduction, the most significant 

information is concentrated in   , consequently lossless compres-

sion by means of S transform is used in order to encode all coeffi-

cients without quantification. Since      contains the least signifi-

cant bits losses can be tolerated, thus a biorthogonal filter is used. 

Each of the components obtained by the wavelet decomposition is 

passed through three processes: thresholding, quantization and 

encoding.  

Although the processes described before enable better han-

dling of the information of the approximation component, when 

the first wavelet decomposition was done some components of 

details were generated. These components still have large size and 

number of coefficients; hence the final step is to apply a wavelet 

transform to each detail component of initial image (Horizontal, 

Vertical and Diagonal). For each one of the 12 components ob-

tained, there is a stage of thresholding, of quantization and encod-

ing, similarly to the process with     , but with different number 

of quantization levels. 

 

C. Thresholding 

The thresholding is done by removing the wavelet coefficients 

that do not affect the total energy significantly; the threshold is 

calculated as the product of wavelet coefficient with the largest 

magnitude per compression rate (in percentage). The compression 

ratio is determined by (4) where   is the minimum number of bits 

to represent the gray levels and H is the entropy of the image. 

            

The thresholding process for each wavelet component (Ap-

proximation, Horizontal, Vertical and Diagonal) is performed 

separately instead of calculating an overall compression ratio in 

order to get a minor error (mean square). 

 

D. Quantization and Encoding 

The wavelet transform on the images is a relation that goes 

from   to  , which generates a wide range of values to be encod-

ed, therefore it is necessary to quantize them. 

In this case, a uniform quantizer was used, assuring that the 

error introduced is in the range   
 

 
 
 

 
 , where   is the size of the 

quantization step. Consequently, it is possible to control the error 

and the amount of compression with the selection of quantization 

levels, allowing variations of   depending upon the importance of 

the data clustered in each component. It was further found that 

after a certain number, the inclusion of more quantization levels 

does not guarantee a significant improvement in image quality, 

but makes longer the encoding process. According to those state-

ments different quantization levels were chosen for each wavelet 

component. 

After the quantization process a coding stage is performed, to 

represent the quantized coefficients by means of a sequence of 

Recent Advances in Telecommunications, Signals and Systems

ISBN: 978-1-61804-169-2 168



 

 

 

binary digits which is intended to obtain the compression with the 

minimum number of bits. The algorithm used is Huffman coding.  

 

E. Decompressing 

The decompressing process starts at decoding the files with a 

Huffman decoder. Then the inverse wavelet transform for     ,    

and the components is obtained. Afterwards a 16 bit image is 

recovered combining      and   . Finally the recover image is 

obtained by an inverse wavelet transform from the components 

and the recovered 16 bit image. It is important to keep in mind 

that the recovered image is not equal to the initial image due to 

thresholding and quantization processes. 

III. RESULTS 

In this section the results obtained by compressing 300 images 

of fat tissue and 30 images of other densities are presented. The 

mammograms were taken from the database DDSM [5] and are 

12 or 16 bits per pixel. Of the 330 selected images, 110 mammo-

grams were classified as normal, 110 mammograms were diag-

nosed with malignant cancer and 110 with benign mammograms, 

with different types of findings to ensure that the algorithm was 

tested on a wide range of possibilities. 

A. Quantitative Results 

In all cases three measurements were taken: compression ratio 

(CR), peak signal to noise ratio (PSNR) and structure similarity 

index (SSIM)[19]. In addition to the „normal - benign – malign‟ 

classification, the images were grouped in three classes: the mean 

of the overall images, the mean of the CC profiles and the mean 

of the MLO profiles. In the tables I, II, III and IV the mean values 

of the images of each category are shown. 

For the normal sample, compression ratios in the range 10:1 

and 29:1 were gotten and the PSNR varied between 52 and 70 dB. 

The average values shown in table I suggest that the compressed 

images exhibit high quality and there are not significant differ-

ences from their originals.  

For the 16-bit malignant sample, compression ratios varied be-

tween 11:1 and 29:1 approximately, while the PSNR obtained 

varied between 51 and 69 dB. The average values for these 

mammograms can be found in table II. On average, the values 

suggest that the compressed images for this sample have 

high quality.  

In contrast, for the sample of 12 bits the compression ratios 

varied between 10:1 and 16:1 approximately, while the PSNR 

obtained have a range from 35 to 45dB. The average values for 

this sample are shown in table III. These average values sug-

gest that the compressed images for this sample have an average 

quality. 

Finally, applying the compression algorithm to 

the benign sample, compression ratios varied between 10:1 and 

18:1 while the PSNR varied between 39 and 45 dB.  The average 

values for the benign sample can be found in table IV. These 

values suggest that the compress images for this exhibition have 

an average quality. 

 
TABLE I.  AVERAGE RESULTS FOR 16-BIT MAMMOGRAMS WITH 

NORMAL FINDINGS. 

 

 CR PSNR SSIM 

Average 16.072 57.492 0.966 

CC Average 16.162 57.390 0.967 

MLO Average 15.982 57.595 0.965 

 

TABLE II.  AVERAGE RESULTS FOR 16-BIT MAMMOGRAMS MA-

LIGNANT FINDINGS. 

 

 CR PSNR SSIM 

Average 18.509 55.612 0.997 

CC Average 18.854 57.759 0.997 

MLO Average 18.163 57.171 0.997 

 
TABLE III.  AVERAGE RESULTS FOR 12-BIT MAMMOGRAMS WITH 

MALIGNANT FINDINGS. 

 

 CR PSNR SSIM 

Average 12.957 41.281 0.956 

CC Average 13.002 41.325 0.956 

MLO Average 12.912 41.236 0.956 

 

TABLE IV.  AVERAGE RESULTS FOR 12-BIT MAMMOGRAMS WITH 

BENIGN FINDINGS. 
 

 CR PSNR SSIM 

Average 15.182 43.456 0.965 

CC Average 15.224 43.397 0.965 

MLO Average 15.139 43.514 0.965 

 

Regardless of the bit rate of digitization (16 or 12), the com-

pression and decompression process takes approximately the same 

time, because regardless of the bits, the amount of coefficients to 

code is about the same due to the quantization process. However, 

both the values of image quality and compression rates show 

significant variation with respect to the amount of bits of digitiza-

tion. This difference is obtained because in the images with 16 

bits there are much more redundant data in 12-bit images. 

It is important to notice that for all the compressed images the 

SSIM was not under 0.95, which means that although some imag-

es vary in contrast, they present good quality and do not differ in 

structure.  

To illustrate the impact of the compression process some 

graphic examples are shown in Fig. 2 and Fig.3. In these figures, 

comparisons between the original mammograms, compressed and 

difference are displayed. In Fig.2 images of a mammogram with a 

malignant lesion are shown.  In this case, the patient was found 

with a high suspicion for malignancy due to an apparent mass 

with irregular microlobulated margins. For this case, changes in 

contrast are not obvious; in fact, the ranges in which the error 

varies are small. As the zoom is increased, some pixelation effect 

in the compressed image can be seen, but the visibility of the 

injury is not affected. In Fig. 3 a mammography of patient with 

benign calcifications is displayed. A change in gray level in the 

bottom of the compressed image can be noticed, which reflects a 

change of contrast in the overall image. However, injuries are still 

evident despite the effect of pixelation appreciated when the zoom 

is increased. 

By comparing the images displayed, one can see that the 

change between the compressed image and the original image is 

minimal: the contrast within the breast region is hardly affected 
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and even expanding those areas with pixelated effect change is 

almost imperceptible. 

In Fig. 4 the average measurements for different densities of 

are shown. Note that the SSIM value is multiplied by 10 in order 

to appreciate its variations. It is important to note that breast den-

sity has a strong impact on the rate of compression, those medi-

um-density breasts have better compression ratios and better 

image quality. That is, the compression ratio is directly associated 

with the type of breast tissue. Those breasts that differ between 

tissues types are less prone to have lower compression ratio (fatty 

and dense) because they contain more low frequency components 

which are encoded lossless. 

The results suggest that the algorithm exhibits a better com-

pression rate for mammograms with benign or malignant findings. 

At the same time, mammograms without findings present a lower 

value on image quality. These aspects suggest a link between the 

compression rate and the presence of injured tissue.  

It is also observed that regardless of the presence of lesions, 

the CC profiles have a better performance on the algorithm by 

reporting higher rates of compression due to the presence of pec-

toral muscle 

 

  
Figure 2.  Comparison between original and compressed images for 

mammography with malignant lesion. Above:  complete images. Bottom: 

Enlargement of the areas of injury. Left: Original image. Middle: Compressed 

image. Right: Difference between original and compressed image. 

 

B. Qualitative Results 

The diagnostic test is an important part of the research, since it 

allows establishing if the compression process has an impact in 

the management that is given to the patient. According to the 

discussion in [8] a test was done and several surveys were filled. 

The following data were analyzed according to each part of the 

survey. 

The first question of the survey was intended to determine if 

the compression process has affected the overall perception of 

quality in the mammogram. It is important to mention that in the 

quality assessment some technical details, like the position of the 

breast, were omitted and only the perception of digitization was 

evaluated. 

 

 
 

Figure 3.  Comparison between original and compressed images for mam-

mography with benign lesion. Above:  complete images. Bottom: Enlargement 

of the areas of injury. Left: Original image. Middle: Compressed Image. 

Right: Difference between original and compressed image. 

 

 
Figure 4.  Average results for mammograms according to their densities. The 

mean of the compression rate, PSNR and SSIM are shown. In blue: average 

values obtained for mammograms two densities 1 and 2 (fat). In red: mean 

values obtained for the density 3 (fibroglandular). Green: average values for 

density 4 (dense). 

From 40 mammograms tested, only 4 compressed images 

were classified with lower quality. This means that there was a 

quality change perceived in only 10% of the sample, while satis-

fying it in 90%. This change in the perception was perceived due 

to a change in brightness of the background: the compressed 

image had a lower rating.  

The second question of the survey was intended to determine 

whether the compression process has affected the findings in the 

mammograms or not. The corresponding results are shown in 

table V. For the data presented in this table, the McNemar test 

with Yates correction was applied, resulting in       . In this 

case, the null hypothesis is “The compression does not induce 

significant changes in the present findings on mammograms”. 

Since the value of rejection is 3.84 according to the    values, 

then the null hypothesis is accepted with 95% accuracy and it is 
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declared that the differences found between mammograms are due 

to the intra – observer difference. 

 
TABLE V.  CONTINGENCY TABLE ANALYSIS FINDINGS BEFORE 

AND AFTER THE COMPRESSION PROCESS. 

 

Compressed/Original R W Total 

R 21 4 25 

W 1 14 15 

Total 22 18 40 

The third question of the survey was intended to determine if 

the algorithm had affected the position of the finding. The loca-

tion of a lesion in the breast is given by quadrants. The profiles 

MLO divide the breast region in two quadrants: top and bottom, 

while the profiles CC divide the breast in the internal and external 

quadrants. According to the profile in which the finding was ob-

served the location of the lesion is assigned. 

In the CC profiles changes in the location were not observed, 

except for those lesions that were not detected in the compressed 

images and therefore are not included in this analysis, suggesting 

that the algorithm does not have great influence on the accuracy 

of the lesion position, once it has been detected.  

In contrast, for the MLO profiles, a single change in the loca-

tion of the injury was observed once it has been detected. This 

change is located in the lower quadrant of the original and was 

found in the upper quadrant of the compressed mammogram. It 

represents a 8.33% of the locations where lesions have been de-

tected in both studies (original and compressed).However by 

looking in detail mammograms, the lesion is on the border of the 

quadrants, so the error in its location can be attributed to human 

error rather than the algorithm. 

The final part of the survey is intended to give an appreciation 

of the management that should be given to the patient according 

to the findings. This operation is the most important part of the 

study because it is what ultimately allows making a diagnosis. 

The quality of life of a patient may depend on the management.  

For patient management, four categories were defined, accord-

ing to [8]. True Positive: It is stated that there is a real positive if 

both, original and compressed mammograms, were classified as 

F/U, both were classified as B/X or both were classified as C/B.  

True Negative: It is stated that there is a real negative if both, 

original and compressed mammograms, were classified as RTS. 

False Positive: It is stated that there is a false positive if the 

findings in the original mammogram were not found (RTS classi-

fication), but there were found findings in the compressed mam-

mography (classification F/U, B/X or C/B). It is also stated as a 

false positive the case in which the original mammogram was 

classified as benign (F/U) and compressed mammogram was 

classified as malignant (C/B or B/X). 

False Negative: It states that there is a false negative with re-

spect to management if findings were found in the original mam-

mography (classification F/ U, B/X or C/B), but no injuries were 

reported in the compressed mammography (RTS classification). It 

is also stated as a false negative the case in which the original 

mammogram was classified as malignant (C/B or B/X) and the 

compressed mammography has been classified as benign (F/U). 

For the McNemar's test, the null hypothesis is “The compres-

sion algorithm does not introduce significant changes in diagno-

sis'' meaning that the observed differences are due to chance. 

Computing the value for the test, one can get        . Also, one 

can know that the    distribution with one degree of freedom and 

accuracy of 95% is 3.84. 

Since       the null hypothesis is accepted and declared 

with 95% certainty that the false positives and negatives observed 

in the management of the patient do not depend on the compres-

sion algorithm implemented. 
TABLE VI.  CONTINGENCY TABLE ANALYSIS OF PATIENT MAN-

AGEMENT BEFORE AND AFTER THE COMPRESSION PROCESS. 
 

MANAGEMENT 

Compressed/Original R W Total 

R 9 2 11 

W 2 7 9 

Total 11 9 20 

As for the sensitivity and specificity, the data suggest that by 

using the compressed mammograms there is          certainty 

to classify them correctly, handling a sick patient when there is an 

injury. They also suggest that by using the compressed mammo-

grams there is        of chances to classify the patient correctly, 

diagnosing a healthy patient when there is no injury. 

 

C. Comparison with other Algorithms 

Although it has been shown that the compression algorithm 

performs well, exhibiting a high compression rate while not af-

fecting the diagnosis, it is important to compare with previous 

work and the standards of radiology. Although DICOM commu-

nications agency approves lossless JPEG and JPEG2000, some 

other works have been developed in parallel with the aim of offer-

ing a solution to the problem of data management in mammogra-

phy. Then, it is important that the comparison is not made only 

with the standards, but such works. 

Comparing the proposed algorithm with previous studies 

found in the state of art, it can be said that the compression rate is 

bigger than the results reported in the papers [7, 9, 10, 11, 12, 13]. 

Those works exhibit image loss and quality measures which are 

around 45 dB for the PSNR. In this case, the data suggest that the 

compression algorithm proposed here provides a better solution. 

In contrast, the proposed algorithm does not excel the com-

pression rates for the works [14, 15, 16, 17, 18], works in which 

losses are also presented. However, in terms of image quality the 

proposed algorithm presents a better image quality. As for the 

work proposed in [14, 18] medical evaluation is not presented, so 

despite having good measures of quality one cannot infer if there 

have been significant changes to the diagnosis. 

To make the comparison with the general standards of radiol-

ogy, a sample of the images were compressed with JPEG and 

JPEG2000 lossless since it has been proved earlier that the pro-

posed algorithm does not have an impact on the diagnosis and 

therefore no induced losses are visible. For this case, normal, 

benign and malignant images were compressed. Only the com-

pression rates are compared because the PSNR of the proposed 

algorithm is always lower than the one obtained with the stand-

ards. In table VII the comparison of compression rates for each 

algorithm is presented. According to the data, regardless of diag-

nosis, the proposed algorithm obtains a better compression ratio 

on these two standards, with a lower image quality. However it is 
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recalled that the proposed algorithm has no visible losses and 

therefore they will not be apparent to the radiologist or for the 

diagnosis. 

 
TABLE VII.  COMPRESSION RATES ACHIEVED WITH THE PROPOSED 

ALGORITHM VS. RADIOLOGY STANDARDS 
 

Compression Algorithm CR 

Proposed 16.58 

JPEG Lossless 2.55 

JPEG2000 (Lossless) 3.11 

 

In conclusion, the proposed algorithm meets the stated objec-

tive by compressing images without altering the diagnosis. And 

even than in compression rate and image quality does not exceed 

the image quality imposed by sophisticated algorithms such as 

JPEG2000; it does exceed the compression rate and quality of 

other works. The advantages of this algorithm may not be denied, 

as well as its easy implementation, data manipulation and espe-

cially the introduction of losses despite they do not produce sig-

nificant changes on the diagnosis, which added to the study of the 

implementation of compression algorithms without health conse-

quences for patients. 

IV. DISCUSSION 

In this article an algorithm for mammogram image compres-

sion that does not introduce changes in diagnosis was proposed, 

developed and tested. The algorithm allows compressing the 

image in a rate of 16 times to 1 on average. 

One great advantage in this work is the medical concept in-

volved. Thanks to the evaluation of the compressed mammograms 

we found that not only the algorithm exhibit great PSNR and 

SSIM values, but that the differences found by the physician 

cannot be attributed to the algorithm. Also, it is worth to mention 

that along with the investigation several links were found between 

the compression process and some characteristics of the breast. 

Those are to say, the link between the breast density and the com-

pression ratio achieved and the link between the presence of in-

jured tissue and the compression ratio. 

With the development of this work some aspects were found 

that suggest a deeper analysis and were not performed due to the 

current limitations and purposes, but deserve similar efforts. The 

first issue on which future research is focused is the type of trans-

form to use. With the development of the ITI and other transforms 

based on wavelet and ridgelet, contourlet, bandelet, among others, 

one can find a transformation that works best for these images. 

The second aspect is the type of encoding. For the present work 

the impact of arithmetic and Huffman coding was tested, but this 

does not mean that one can make use of more sophisticated algo-

rithms such as EZW or EBCOT. Finally, the third aspect is the 

sample of tests with the medical expert. For this case 40 mammo-

grams were chosen and tested by a single physician. However, for 

future work one can attempt to expand the number of mammo-

graphic studies to be tested, and the number of diagnostic opin-

ions about mammograms. 

ACKNOWLEDGEMENT THE AUTHORS WOULD LIKE TO THANK 

DR. D. HOYOS FOR THE DISPOSITION, TIME AND ADVICES.  

REFERENCES 

[1] Lokenath Debnath and Mikusinski Piotr. Introduction to Hilbert 

Spaces with Applications. Academic Press, 1990. 

[2] R Bartle. The Elements of Integration and Lebesgue Measure. John 

Wiley, 1995. 

[3] Barreto Samuel. Análisis comparativo de las multiwavelets y wavelets 

escalares en lo que respecta a los criterios de calidad y compresión de 

imágenes, Septiembre 2004. 

[4] Vincenzo Lattanzio and Giovanni Simonetti. Mammography. Guide 

to interpreting, reporting and auditing mammographic images. 

Re.Co.R.M. Springer-Verlag, 2005. 

[5] Michael Heath, Kevin Bowyer, Kopans Daniel, Richard Moore, and W. 

Philip Kegelmeyer. The digital database for screening mammography. 

Proceedings of the Fifth International Workshop on Digital 

Mammography, pages 212–218, 2001. Medical Physics Publishing. 

[6] Tzong Jer Chen and Keh Shih Chuang. A pseudo lossless image com-

pression method. 3rd International Congress on Image and Signal Pro-

cessing, 2010. 

[7] Ayman A. AbuBaker, Rami S. Qahwaji, Musbah J. Aqel, and Mohmmad 

H. Saleh. Mammogram image size reduction using 16 - 8 bit conversion 

technique. International Journal of Biological and Life Sciences 1:2., 

2005. 

[8] Betts B.J., Li J., Aiyer A., Perlmutter S.M., Cosman P.C., Gray R. M., 

Olshen R. A., Ikeda D., Birdwell R., Williams M., Perlmutter K. O., 

horine S., Adams C. N., Fajardo L., Daniel B. L. Image Quality in Digital 

Mammography. 1998. 

[9] Chen Tzong-Jer and Chuang Keh-Shih. A pseudo lossless compression 

method. Image and Signal Processing (CISP), 3rd International Congress, 

2:610, 2010. 

[10] J. Scharcanski. Lossless and near lossless image compression for mam-

mographic digital images. Image Processing, IEEE International Confer-

ence., page 2253, 2006. 

[11] L.S. da Silva and J. Scharcanski. A lossless compresion approach for 

DM based on delaunay triangulation. Image Processing, 2005. ICIP 

2005. IEEE International Conference, 2005. 

[12] D. Wu, D.M. Tan, and Hong Ren Wu. Perceptually lossless image coding 

of digital medical mammograms with arithmetic visual prun-

ing.Intelligent Signal Processing and Communications. ISPACS ‟06. In-

ternational Symposium, page 935, 2006. 

[13] Xu Ping, Xu Wei Dong, Liu Tian Jian, and Chien Hua Jie. A new diag-

nosis lossless compresion method for digital mammography. Information 

Engineering and Computer Science (ICIECS), 2010. 2nd International 

Conference. 

[14] M. Penedo, M.J. Lado, P.G. Tahoces, M. Souto, and J.J. Vidal. Effects 

of jpeg2000 data compression on an automated system for detecting 

clustered microcalcifications in digital mammograms. InformationTech-

nology in Biomedicine, IEEE Transactions, 10(2), 2006. 

[15] Ayman A. AbuBaker, R.S.i Qahwaj, Musbah J. Aqel, Hussam Al-Osta, 

and Mohmmad H. Saleh. Efficient preprocessing of usf andmias mam-

mogram images. Journal of Computer Science, 3(2):67–75, 2006. 

[16] Maria Kallergi, Bradley J. Lucier, Claudia G. Berman, Marla R. Hersh, 

Jihai J. Kim, Margaret S. Szabunio, and Robert A. Clark. High perfor-

mance wavelet compression for mammography. Radiology, 238(1), Jan 

2006. 

[17] Jun Zheng, Olac Fuentes, Ming-Ying Leung, and Elais Jackson. Mam-

mogram compression using super resolution. Lecture Notes in Computer 

Science, 6136, 2010. 

[18] M.D. Adams and F. Kossentni. Reversible integer to integer wavelet 

transform for image compression performance evaluation and analysis. 

Image Processing, IEEE Transactions, 9(6):1010, 2000. 

[19]  Wang Z., Bovik A. C., Sheikh H. R., and Simoncelli E. P., "Image 

quality assessment: From error visibility to structural similarity," IEEE 

Transactions on Image Processing, vol. 13, no. 4, pp. 600-612, Apr. 

2004. 

 

 

 

 

Recent Advances in Telecommunications, Signals and Systems

ISBN: 978-1-61804-169-2 172

http://www.ece.uwaterloo.ca/~z70wang/
http://live.ece.utexas.edu/people/bovik/
http://live.ece.utexas.edu/People/people_detail.php?id=92
http://www.cns.nyu.edu/~eero/
https://ece.uwaterloo.ca/~z70wang/publications/ssim.html
https://ece.uwaterloo.ca/~z70wang/publications/ssim.html



