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Abstract: Barotropic fluid flows with the same circulation structure as steady flows generically have comoving physical surfaces on which the vortex lines lie. These become Bernoullian surfaces when the flow is steady. When these surfaces are nested (vortex line foliation) with the topology of cylinders, toroids or a combination of both, it is shown how a Clebsch representation of the flow velocity can be introduced. This is then used to reduce the number of functions to be varied in the variational principles for such flows. I introduce a three function variational formalism for stationary and non-stationary barotropic flows.
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1 Introduction

Variational principles for non-magnetic barotropic fluid dynamics are well known. A four function variational formulation of Eulerian barotropic fluid dynamics was derived by Davydov [1], but since the work was written in Russian, it was unknown in the west. Lagrangian fluid dynamics (as opposed to Eulerian fluid dynamics) was formulated through a variational principle by Eckart [2]. Initial western attempts to formulate Eulerian fluid dynamics in terms of a variational principle, were described by Hervel [3], Serrin [4] and Lin [5]. However, the variational principles developed by the above authors were very cumbersome containing quite a few "Lagrange multipliers" and "potentials". The number of independent functions in the above formulations ranges from eleven to seven which exceeds the four functions appearing in the Eulerian and continuity equations of a barotropic flow. So the variational principles were not used. Seliger & Whitham [6] developed a variational formalism depending on only four variables for barotropic flow and thus repeated Davydov’s work [1] of which they were unaware. Lynden-Bell & Katz [7] gave a variational principle in terms of two functions the load \( \lambda \) (to be described below) and density \( \rho \). However, their formalism contains an implicit definition for the velocity \( \vec{v} \) such that one is required to solve a partial differential equation in order to obtain both \( \vec{v} \) in terms of \( \rho \) and \( \lambda \) as well as its variations. Much the same criticism holds for their general variational principle for non-barotropic flows [8]. In this paper we overcome this limitation by paying the price of adding a single function. Our formalism allows arbitrary variations and \( \vec{v} \) is given explicitly. The work of Seliger & Whitham [6] was reviewed by Salmon [9] and in a more abstract form later by Morrison [10]. The current formalism is not treated comfortably within the framework of Hamiltonian dynamics described by Salmon [9] and Morrison [10]. The reason is that the phase space of Hamiltonian dynamics must be even dimensional while this work describes a three function variational formalism. In applications a smaller number of functions to be varied and a lower order of time derivatives lead to considerable computational advantage.

Other variational principles were put to use by the authors [12, 16] and it is anticipated that the present formalism will enhance possible applications of the variational method. (see also [13, 14, 15, 16])

Although magnetohydrodynamic flows studied in [11] are completely different physical systems from non-magnetic flows that we study here, there are some mathematical similarities. Both the magnetic field lines in magnetohydrodynamics and vortex lines in non-magnetic flows move with the flow and hence they can be used to de-
finite a comoving coordinate system through such concepts as the load and the metage. The comoving lines imply the conservation of helicity in both types of systems. However, beside the striking similarities there are also considerable differences including the representation of the velocity and vorticity fields, the form of the action and the equations of motion.

The plan of this paper is as follows: We will review the basic equations of Eulerian fluid dynamics and give a somewhat different derivation of Seliger & Whitham’s variational principle. Then we will describe the three function variational principle for non-stationary fluid dynamics. Finally we will give a different variational principle for stationary fluid dynamics.

2 Variational principle of non-stationary fluid dynamics

Barotropic Eulerian fluids can be described in terms of four functions the velocity \( \vec{v} \) and density \( \rho \). Those functions need to satisfy the continuity and Euler equations:

\[
\frac{\partial \rho}{\partial t} + \vec{\nabla} \cdot (\rho \vec{v}) = 0
\]  

which we will show how the variational principle can be simplified further. Consider the action:

\[
A \equiv \int \mathcal{L}^3 x dt
\]

\[
\mathcal{L} \equiv \mathcal{L}_1 + \mathcal{L}_2
\]

\[
\mathcal{L}_1 \equiv \rho \left( \frac{1}{2} \vec{v}^2 - \varepsilon(\rho) \right),
\]

\[
\mathcal{L}_2 \equiv \nu \left( \frac{\partial \rho}{\partial t} + \vec{\nabla} \cdot (\rho \vec{v}) \right) - \rho \alpha \frac{d \beta}{dt}
\]

in which \( \varepsilon(\rho) \) is the specific internal energy. Obviously \( \nu, \alpha \) are Lagrange multipliers which were inserted in such a way that the variational principle will yield the following equations:

\[
\frac{\partial \rho}{\partial t} + \vec{\nabla} \cdot (\rho \vec{v}) = 0
\]

\[
\rho \alpha \frac{d \beta}{dt} = 0
\]

Provided \( \rho \) is not null those are just the continuity equation (1) and the conditions that \( \beta \) is comoving. Let us take an arbitrary variational derivative of the above action with respect to \( \vec{v} \), this will result in:

\[
\delta v A = \int d^3 x dt \rho \delta \vec{v} \cdot [\vec{v} - \vec{\nabla} \nu - \alpha \vec{\nabla} \beta]
\]

\[
+ \oint d \vec{S} \cdot \delta v \rho \nu
\]

Provided that the above boundary term vanishes, as in the case of astrophysical flows for which \( \rho = 0 \) on the free flow boundary, or the case in which the fluid is contained in a vessel which induces a no flux boundary condition \( \delta \vec{v} \cdot \hat{n} = 0 \) (\( \hat{n} \) is a unit vector normal to the boundary), \( \vec{v} \) must have the following form:

\[
\vec{v} = \hat{v} \equiv \alpha \vec{\nabla} \beta + \vec{\nabla} \nu
\]

is the vorticity. Equation (3) describes the fact that the vorticity lines are "frozen" within the Eulerian flow\(^1\).

A very simple variational principle for non-stationary fluid dynamics was described by Seliger & Whitham [6] and is brought here mainly for completeness using a slightly different derivation than the one appearing in the original paper. This will serve as a starting point for the next section in

\(^1\)The most general vortical flux and mass preserving flows that may be attributed to vortex lines were found in [18]
Finally we have to calculate the variation with respect to $\beta$ this will lead us to the following results:

$$\delta_\beta A = \int d^3 x dt \delta \beta [\frac{\partial (\rho \alpha)}{\partial t} + \nabla \cdot (\rho \alpha \vec{v})] - \oint dS \cdot \vec{v} \rho \delta \beta - \int d^3 x \rho \alpha \delta \beta^{[1]} \alpha_0$$  \hspace{1cm} (11)

Hence choosing $\delta \beta$ in such a way that the temporal and spatial boundary terms vanish in the above integral will lead to the equation:

$$\frac{\partial (\rho \alpha)}{\partial t} + \nabla \cdot (\rho \alpha \vec{v}) = 0$$  \hspace{1cm} (12)

Using the continuity equation (1) this will lead to the equation:

$$\frac{d\alpha}{dt} = 0$$  \hspace{1cm} (13)

Hence for $\rho \neq 0$ both $\alpha$ and $\beta$ are comoving coordinates. Since the vorticity can be easily calculated from equation (8) to be:

$$\vec{\omega} = \nabla \times \vec{v} = \nabla \alpha \times \nabla \beta$$  \hspace{1cm} (14)

Calculating $\frac{d\vec{\omega}}{dt}$ in which $\omega$ is given by equation (14) and taking into account both equation (13) and equation (6) will yield equation (3).

### 2.1 Euler’s equations

We shall now show that a velocity field given by equation (8), such that the functions $\alpha, \beta, \nu$ satisfy the corresponding equations $(6,10,13)$ must satisfy Euler’s equations. Let us calculate the material derivative of $\vec{v}$:

$$\frac{d\vec{v}}{dt} = \frac{d\nabla \nu}{dt} + \frac{d\alpha}{dt} \nabla \beta + \alpha \frac{d\nabla \beta}{dt}$$  \hspace{1cm} (15)

It can be easily shown that:

$$\frac{d\nabla \nu}{dt} = \nabla \frac{d\nu}{dt} - \nabla v_k \frac{\partial \nu}{\partial x_k}$$

$$\frac{d\nabla \beta}{dt} = \nabla \frac{d\beta}{dt} - \nabla v_k \frac{\partial \beta}{\partial x_k}$$  \hspace{1cm} (16)

In which $x_k$ is a Cartesian coordinate and a summation convention is assumed. Inserting the result from equations (16) into equation (15) yields:

$$\frac{d\vec{v}}{dt} = -\nabla v_k (\frac{\partial \nu}{\partial x_k} + \alpha \frac{\partial \beta}{\partial x_k}) + \nabla (\frac{1}{2} v^2 - w)$$

$$= -\nabla v_k v_k + \nabla (\frac{1}{2} v^2 - w) = -\frac{\vec{p}}{\rho}$$  \hspace{1cm} (17)

This proves that the Euler equations can be derived from the action given in equation (5) and hence all the equations of fluid dynamics can be derived from the above action without restricting the variations in any way. Taking the curl of equation (17) will lead to equation (3).

### 2.2 Simplified action

The reader of this paper might argue that the authors have introduced unnecessary complications to the theory of fluid dynamics by adding three more functions $\alpha, \beta, \nu$ to the standard set $v, \rho$. In the following we will show that this is not so and the action given in equation (5) in a form suitable for a pedagogic presentation can indeed be simplified. It is easy to show that the Lagrangian density appearing in equation (5) can be written in the form:

$$\mathcal{L} = -\rho (\frac{d\nu}{dt} + \alpha \frac{\partial \beta}{\partial t} + \varepsilon (\rho)) + \frac{1}{2} \rho (\vec{v} - \vec{\nu})^2 - \frac{1}{2} v^2$$

$$+ \frac{\partial (\nu \rho)}{\partial t} + \nabla \cdot (\nu \rho \vec{v})$$  \hspace{1cm} (18)

In which $\vec{\nu}$ is a shorthand notation for $\nabla \nu + \alpha \nabla \beta$ (see equation (8)). Thus $\mathcal{L}$ has three contributions:

$$\mathcal{L} = \hat{\mathcal{L}} + \mathcal{L}_{\text{boundary}}$$

$$\hat{\mathcal{L}} = -\rho (\frac{d\nu}{dt} + \alpha \frac{\partial \beta}{\partial t} + \varepsilon (\rho)) + \frac{1}{2} (\nabla \nu + \alpha \nabla \beta)^2$$

$$\mathcal{L}_{\text{boundary}} = \frac{\partial (\nu \rho)}{\partial t} + \nabla \cdot (\nu \rho \vec{v})$$  \hspace{1cm} (19)

The only term containing $\vec{v}$ is $\mathcal{L}_{\vec{v}}$, it can easily be seen that this term will lead, after we nullify the variational derivative, to equation (8) but will otherwise have no contribution to other variational derivatives. Notice that the term $\mathcal{L}_{\text{boundary}}$ contains only complete partial derivatives and thus can not contribute to the equations although it can change the boundary conditions. Hence we see that equations (6), equation (10) and equation (13) can be derived using the Lagrangian density $\hat{\mathcal{L}}$ in which $\vec{v}$ replaces $\vec{\nu}$ in the relevant equations. Furthermore, after integrating the four equations (6,10,13) we can insert the potentials $\alpha, \beta, \nu$ into equation (8) to obtain the physical velocity $\vec{v}$. Hence, the general barotropic fluid dynamics problem is changed such that instead of
solving the four equations (1,2) we need to solve an alternative set which can be derived from the Lagrangian density \( \hat{L} \).

### 2.3 The inverse problem

In the previous subsection we have shown that given a set of functions \( \alpha, \beta, \nu \) satisfying the set of equations described in the previous subsections, one can insert those functions into equation (8) and equation (14) to obtain the physical velocity \( \vec{v} \) and vorticity \( \vec{\omega} \). In this subsection we will address the inverse problem that is, suppose we are given the quantities \( \vec{v} \) and \( \rho \) how can one calculate the potentials \( \alpha, \beta, \nu \)? The treatment in this section will follow closely (with minor changes) the discussion given by Lynden-Bell & Katz [7] and is given here for completeness.

Consider a thin tube surrounding a vortex line as described in figure 1, the vorticity flux contained within the tube which is equal to the circulation around the tube is:

\[
\Delta \Phi = \int \vec{\omega} \cdot d\vec{S} = \oint \vec{v} \cdot d\vec{r}
\]

and the mass contained with the tube is:

\[
\Delta M = \int \rho d\vec{l} \cdot d\vec{S}
\]

in which \( dl \) is a length element along the tube. Since the vortex lines move with the flow by virtue of equation (3) both the quantities \( \Delta \Phi \) and \( \Delta M \) are conserved and since the tube is thin we may define the conserved load:

\[
\lambda = \frac{\Delta M}{\Delta \Phi} = \oint \frac{\rho}{\omega} dl
\]

in which the above integral is performed along the field line. Obviously the parts of the line which go out of the flow to regions in which \( \rho = 0 \) has a null contribution to the integral. Since \( \lambda \) is conserved is satisfies the equation:

\[
\frac{d\lambda}{dt} = 0.
\]

By construction surfaces of constant load move with the flow and contain vortex lines. Hence the gradient to such surfaces must be orthogonal to the field line:

\[
\nabla \lambda \cdot \vec{\omega} = 0
\]

Now consider an arbitrary comoving point on the vortex line and donate it by \( i \), and consider an additional comoving point on the vortex line and donate it by \( r \). The integral:

\[
\mu(r) = \int_i^r \rho \omega dl + \mu(i)
\]

is also a conserved quantity which we may denote following Lynden-Bell & Katz [7] as the generalized metage. \( \mu(i) \) is an arbitrary number which can be chosen differently for each vortex line. By construction:

\[
\frac{d\mu}{dt} = 0.
\]

Also it is easy to see that by differentiating along the vortex line we obtain:

\[
\nabla \mu \cdot \vec{\omega} = \rho
\]

At this point we have two comoving coordinates of flow, namely \( \lambda, \mu \) obviously in a three dimensional flow we also have a third coordinate. However, before defining the third coordinate we will find it useful to work not directly with \( \lambda \) but with a function of \( \lambda \). Now consider the vortical flux \( \Phi(\lambda) \) within a surface of constant load as described in figure 2 (the figure was given by Lynden-Bell & Katz [7]). The flux is a conserved quantity and depends only on the load \( \lambda \) of the surrounding surface. Now we define the quantity:

\[
\alpha = \frac{\Phi(\lambda)}{2\pi} = \frac{C(\lambda)}{2\pi}
\]

\( C(\lambda) \) is the circulation along lines on this surface. Obviously \( \alpha \) satisfies the equations:

\[
\frac{d\alpha}{dt} = 0, \quad \vec{\omega} \cdot \nabla \alpha = 0
\]
Let us now define an additional comoving coordinate $\beta^*$ since $\nabla^* \mu$ is not orthogonal to the $\vec{\omega}$ lines we can choose $\nabla^* \beta^*$ to be orthogonal to the $\vec{\omega}$ lines and not be in the direction of the $\nabla^* \alpha$ lines, that is we choose $\beta^*$ not to depend only on $\alpha$. Since both $\nabla^* \beta^*$ and $\nabla^* \alpha$ are orthogonal to $\vec{\omega}$, $\vec{\omega}$ must take the form:

$$\vec{\omega} = A \nabla^* \alpha \times \nabla^* \beta^*$$  \hspace{1cm} (30)

However, using equation (4) we have:

$$\nabla^* \cdot \vec{\omega} = \nabla^* A \cdot (\nabla^* \alpha \times \nabla^* \beta^*) = 0$$  \hspace{1cm} (31)

Which implies that $A$ is a function of $\alpha, \beta^*$. Now we can define a new comoving function $\beta$ such that:

$$\beta = \int_0^{\beta^*} A(\alpha, \beta^*) d\beta^*, \quad \frac{d\beta}{dt} = 0$$  \hspace{1cm} (32)

In terms of this function we recover the representation given in equation (14):

$$\vec{\omega} = \nabla^* \alpha \times \nabla^* \beta$$  \hspace{1cm} (33)

Hence we have shown how $\alpha, \beta$ can be constructed for a known $\vec{v}, \rho$. Notice however, that $\beta$ is defined in a non unique way since one can redefine $\beta$ for example by performing the following transformation: $\beta \rightarrow \beta + f(\alpha)$ in which $f(\alpha)$ is an arbitrary function. The comoving coordinates $\alpha, \beta$ serve as labels of the vortex lines. Moreover the vortical flux can be calculated as:

$$\Phi = \int \vec{\omega} \cdot d\vec{S} = \int d\alpha d\beta$$  \hspace{1cm} (34)

Finally we can use equation (8) to derive the function $\nu$ for any point $s$ within the flow:

$$\nu(s) = \int_s^1 (\vec{u} - \alpha \nabla^* \beta) \cdot d\vec{r} + \nu(i)$$  \hspace{1cm} (35)

in which $i$ is any arbitrary point within the flow, the result will not depend on the trajectory taken in the case that $\nu$ is single valued. If $\nu$ is not single valued on should introduce a cut, which the integration trajectory should not cross.

### 2.4 Stationary fluid dynamics

Stationary flows are a unique phenomena of Eulerian fluid dynamics which has no counter part in Lagrangian fluid dynamics. The stationary flow is defined by the fact that the physical fields $\vec{v}, \rho$ do not depend on the temporal coordinate. This however does not imply that the stationary potentials $\alpha, \beta, \nu$ are all functions of spatial coordinates alone. Moreover, it can be shown that choosing the potentials in such a way will lead to erroneous results in the sense that the stationary equations of motion can not be derived from the Lagrangian density $\hat{\mathcal{L}}$ given in equation (19). However, this problem can be amended easily as follows. Let us choose $\alpha, \nu$ to depend on the spatial coordinates alone. Let us choose $\beta$ such that:

$$\beta = \bar{\beta} - t$$  \hspace{1cm} (36)

in which $\bar{\beta}$ is a function of the spatial coordinates. The Lagrangian density $\hat{\mathcal{L}}$ given in equation (19) will take the form:

$$\hat{\mathcal{L}} = \rho \left( \alpha - \varepsilon(\rho) - \frac{1}{2} (\nabla^* \nu + \alpha \nabla^* \beta)^2 \right)$$  \hspace{1cm} (37)

Varying the Lagrangian $\hat{\mathcal{L}} = \int \hat{\mathcal{L}} d^3x$ with respect to $\alpha, \beta, \nu, \rho$ leads to the following equations:

$$\nabla^* \cdot (\rho \nabla^* \vec{v}) = 0$$
$$\rho \nabla^* \cdot \nabla^* \alpha = 0$$
$$\rho(\vec{v} \cdot \nabla^* \beta - 1) = 0$$
$$\alpha = \frac{1}{2} \frac{\vec{v}^2}{\rho} + h$$  \hspace{1cm} (38)

$\alpha$ is thus the Bernoulli constant (this was also noticed in [13]). Calculations similar to the ones done in previous subsections will show that those equations lead to the stationary Euler equations:

$$\rho(\hat{\vec{v}} \cdot \nabla^* \vec{v}) = -\nabla^* p(\rho)$$  \hspace{1cm} (39)
3 A simpler variational principle of non-stationary fluid dynamics

Lynden-Bell & Katz [7] have shown that an Eulerian variational principle for non-stationary fluid dynamics can be given in terms of two functions the density \( \rho \) and the non-magnetic load \( \lambda \) defined in equation (22). However, their velocity was given an implicit definition in terms of a partial differential equation and its variations was constrained to satisfy this equation. In this section we will propose a three function variational principle in which the variations of the functions are not constrained in any way, part of our derivation will overlap the formalism of Lynden-Bell & Katz. The three variables will include the density \( \rho \), the non-magnetic load \( \lambda \) and an additional function to be defined in the next subsection. This variational principle is simpler than the Seliger & Whitham variational principle [6] which is given in terms of four functions and is more convenient than the Lynden-Bell & Katz [7] variational principle since the variations are not constrained.

3.1 Velocity representation

Consider equation (24), since \( \vec{\omega} \) is orthogonal to \( \vec{\nabla} \lambda \) we can write:

\[
\vec{\omega} = \vec{K} \times \vec{\nabla} \lambda
\]  

(40)

in which \( \vec{K} \) is some arbitrary vector field. However, since \( \vec{\nabla} \cdot \vec{\omega} = 0 \) it follows that \( \vec{K} = \vec{\nabla} \theta \) for some scalar function theta. Hence we can write:

\[
\vec{\nabla} \times \vec{v} = \vec{\omega} = \vec{\nabla} \theta \times \vec{\nabla} \lambda
\]  

(41)

This will lead to:

\[
\vec{v} = \theta \vec{\nabla} \lambda + \vec{\nabla} \nu
\]  

(42)

For the time being \( \nu \) is an arbitrary scalar function, the choice of notation will be justified later. Consider now equation (23), inserting into this equation \( \vec{v} \) given in equation (42) will result in:

\[
\frac{d\lambda}{dt} = \frac{\partial \lambda}{\partial t} + \vec{v} \cdot \vec{\nabla} \lambda = \frac{\partial \lambda}{\partial t} + (\theta \vec{\nabla} \lambda + \vec{\nabla} \nu) \cdot \vec{\nabla} \lambda = 0.
\]  

(43)

This can be solved for \( \theta \), the solution obtained is:

\[
\theta = -\left(\frac{\frac{\partial \lambda}{\partial t} + \vec{\nabla} \lambda \cdot \vec{\nabla} \nu}{|\vec{\nabla} \lambda|^2}\right)
\]  

(44)

Inserting the above expression for \( \theta \) into equation (42) will yield:

\[
\vec{v} = -\frac{\frac{\partial \lambda}{\partial t}}{|\vec{\nabla} \lambda|} \vec{\nabla} \nu - \hat{\lambda} (\vec{\nabla} \nu) \equiv -\frac{\frac{\partial \lambda}{\partial t}}{|\vec{\nabla} \lambda|} \vec{\nabla} \nu
\]  

(45)

in which \( \hat{\lambda} = \frac{\vec{\nabla} \lambda}{|\vec{\nabla} \lambda|} \) is a unit vector perpendicular to the load surfaces and \( \vec{\nabla} \nu = \vec{\nabla} \nu - \hat{\lambda} \vec{\nabla} \nu \) is the component of \( \vec{\nabla} \nu \) parallel to the load surfaces. Notice that the vector \( \vec{v} - \vec{\nabla} \nu \) is orthogonal to the load surfaces and that:

\[
|\vec{v} - \vec{\nabla} \nu| = (\vec{v} - \vec{\nabla} \nu) \cdot \hat{\lambda} = \theta |\vec{\nabla} \lambda| \Rightarrow \theta = \frac{(\vec{v} - \vec{\nabla} \nu) \cdot \hat{\lambda}}{|\vec{\nabla} \lambda|}
\]  

(46)

Further more by construction the velocity field \( \vec{v} \) given by equation (45) ensures that the load surfaces are comoving. Let us calculate the circulation along \( \lambda \) surfaces:

\[
C(\lambda) = \oint_{\lambda} \vec{v} \cdot d\vec{r} = \oint_{\lambda} \vec{\nabla} \nu \cdot d\vec{r} = \oint_{\lambda} \vec{\nabla} \nu \cdot d\vec{r} = [\nu]_{\lambda}
\]  

(47)

[\nu]_{\lambda} is the discontinuity of \( \nu \) across a cut which is introduced on the \( \lambda \) surface. Hence in order that circulation \( C(\lambda) \) on the load surfaces (and hence everywhere) will not vanish \( \nu \) must be multiple-valued. Following Lamb [21, page 180, article 132, equation 1] we write \( \nu \) in the form:

\[
\nu = C(\lambda) \tilde{\nu}, \quad [\nu]_{\lambda} = 1
\]  

(48)

in terms of \( \tilde{\nu} \) the velocity is given as:

\[
\vec{v} = -\frac{\frac{\partial \lambda}{\partial t}}{|\vec{\nabla} \lambda|} \vec{\nabla} \nu + C(\lambda) \vec{\nabla} \nu
\]  

(49)

And the explicit dependence of the velocity field \( \vec{v} \) on the circulation along the load surfaces \( C(\lambda) \) is evident.

3.2 The variational principle

Consider the action:

\[
A = \int \mathcal{L} \rho \vec{v} \cdot d\vec{r} dt
\]

\[
\mathcal{L} = \mathcal{L}_1 + \mathcal{L}_2
\]

\[
\mathcal{L}_1 = \rho \left(\frac{1}{2} \vec{v}^2 - \varepsilon(\rho)\right),
\]

\[
\mathcal{L}_2 = \nu \left[\frac{\partial \rho}{\partial t} + \vec{\nabla} \cdot (\rho \vec{v})\right]
\]  

(50)

In which \( \vec{v} \) is defined by equation (45). \( \nu \) is not a simple Lagrange multiplier since \( \vec{v} \) is dependent
on \( \nu \) through equation (45). Taking the variational derivative of \( \mathcal{L} \) with respect to \( \nu \) will yield:

\[
\delta_{\nu} \mathcal{L} = \delta \nu \left[ \frac{\partial \mathcal{L}}{\partial \mathcal{L}} + \vec{\nabla} \cdot (\rho \vec{v}) \right] + \rho \vec{v} \cdot \delta_{\nu} \mathcal{L} + \nu \vec{v} \cdot \delta_{\nu} \mathcal{L} + \nu \vec{v} \cdot (\rho \delta_{\nu} \mathcal{L})
\]

This can be rewritten as:

\[
\delta_{\nu} \mathcal{L} = \delta \nu \left[ \frac{\partial \mathcal{L}}{\partial \mathcal{L}} + \vec{\nabla} \cdot (\rho \vec{v}) \right] + \rho (\vec{v} - \vec{\nabla} \nu) \cdot \delta_{\nu} \mathcal{L} + \vec{\nabla} \cdot (\rho \nu \delta_{\nu} \mathcal{L})
\]

Now by virtue of equation (45):

\[
\delta_{\nu} \vec{v} = \vec{\nabla}^* \delta \nu
\]

which is parallel to the load surfaces, while from equation (42) we see that \( \vec{v} - \vec{\nabla} \nu \) is orthogonal to the load surfaces. Hence, the scalar product of those vector must be null and we can write:

\[
\delta_{\nu} \mathcal{L} = \delta \nu \left[ \frac{\partial \mathcal{L}}{\partial \mathcal{L}} + \vec{\nabla} \cdot (\rho \vec{v}) \right] + \vec{\nabla} \cdot (\rho \nu \vec{v}^* \delta \nu)
\]

Thus the action variation can be written as:

\[
\delta_{\nu} A = \int d^3 x dt \delta \nu \left[ \frac{\partial \mathcal{L}}{\partial \mathcal{L}} + \vec{\nabla} \cdot (\rho \vec{v}) \right] + \int d\vec{S} \cdot \rho \nu \vec{v}^* \delta \nu
\]

This will yield the continuity equation using the standard variational procedure. Notice that the surface should include also the "cut" since the \( \nu \) function is in general multi valued. Let us now take the variational derivative with respect to the density \( \rho \), we obtain:

\[
\delta_{\rho} A = \int d^3 x dt \delta \rho \left[ \frac{1}{2} \dot{\vec{v}}^2 - \vec{v} \cdot \vec{\nabla} \nu \right] + \int d\vec{S} \cdot \vec{v} \delta \rho \nu + \int d^3 x v \delta \rho |_{\nu}^{1 \nu} \rho
\]

Hence provided that \( \delta \rho \) vanishes on the boundary of the domain and in initial and final times the following equation must be satisfied:

\[
\frac{d \nu}{dt} = \frac{1}{2} \dot{\vec{v}}^2 - w
\]

This is the same equation as equation (10) and justifies the use of the symbol \( \nu \) in equation (42). Finally we have to calculate the variation of the Lagrangian density with respect to \( \lambda \) this will lead us to the following results:

\[
\delta_{\lambda} \mathcal{L} = \rho \dot{\vec{v}} - \vec{\nabla} \cdot \vec{\nabla} \nu \cdot \delta_{\lambda} \mathcal{L} + \vec{\nabla} \cdot (\rho \nu \delta_{\lambda} \mathcal{L})
\]

in equation (46) was used. Let us calculate \( \delta \lambda \vec{v} \), after some straightforward manipulations one arrives at the result:

\[
\delta \lambda \vec{v} = \frac{\hat{\lambda}}{| \vec{\nabla} \lambda |} \left[ \frac{\partial \delta \lambda}{\partial t} + \vec{v} \cdot \vec{\nabla} \lambda \right] + \theta \vec{\nabla}^* \delta \lambda
\]

Inserting equation (59) into equation (58) and integrating by parts will yield:

\[
\delta \lambda \mathcal{L} = \delta \lambda \left[ \frac{\partial \mathcal{L}}{\partial \mathcal{L}} + \vec{\nabla} \cdot (\rho \mathcal{L}) \right] + \vec{\nabla} \cdot [\rho (\delta \lambda \vec{v} - \vec{v} \delta \lambda)] - \frac{\partial (\rho \delta \lambda)}{\partial t}
\]

Hence the total variation of the action will become:

\[
\delta \lambda A = \int d^3 x d t \delta \lambda \left[ \frac{\partial (\rho \mathcal{L})}{\partial \mathcal{L}} + \vec{\nabla} \cdot (\rho \mathcal{L}) \right] + \oint d\vec{S} \cdot (\delta \lambda \vec{v} - \vec{v} \delta \lambda) \rho - \int d^3 x \rho \delta \lambda \mathcal{L} |_{\nu}^{1 \nu}
\]

Hence choosing \( \delta \lambda \) in such a way that the temporal and spatial boundary terms vanish in the above integral will lead to the equation:

\[
\frac{\partial (\rho \mathcal{L})}{\partial \mathcal{L}} + \vec{\nabla} \cdot (\rho \mathcal{L}) = 0
\]

Using the continuity equation (1) will lead to the equation:

\[
\frac{d \theta}{dt} = 0
\]

Hence for \( \rho \neq 0 \) both \( \lambda \) and \( \theta \) are comoving. Comparing equation (8) to equation (42) we see that \( \alpha \) is analogue to \( \theta \) and \( \beta \) is analogue to \( \lambda \) and all those variables are comoving. Furthermore, the \( \nu \) function in equation (42) satisfies the same equation as the \( \nu \) appearing in equation (8) which is equation (57). It follows immediately without the need for any additional calculations that \( \vec{v} \) given in equation (42) satisfies Euler’s equations (2), the proof for this is given in subsection 2.1 in which one should replace \( \alpha \) with \( \theta \) and \( \beta \) with \( \lambda \). Thus all the equations of fluid dynamics can be derived from the action (50) without restricting the variations in any way. The reader should notice an important difference between the current and previous formalism. In the current formalism \( \theta \) is a dependent variable defined by equation (44), while in the previous formalism the analogue quantity \( \alpha \) was an independent variational variable. Thus equation (63) should be considered as
some what complicated second-order partial differential equation (in the temporal coordinate $t$) for $\lambda$ which should be solved simultaneously with equation (57) and equation (1).

### 3.3 Simplified action

The Lagrangian density $\mathcal{L}$ given in equation (50) can be written explicitly in terms of the three variational variables $\rho, \lambda, \nu$ as follows:

$$
\mathcal{L} = \hat{\mathcal{L}} + \mathcal{L}_{\text{boundary}}
$$

$$
\hat{\mathcal{L}} = \rho \left[ \frac{1}{2} \left( \frac{\partial \lambda}{\partial t} + \hat{\nu} \lambda \cdot \hat{\nu} \nu \right)^2 - \frac{1}{2} \left( C(\lambda) \hat{\nu} \nu \right)^2 - C(\lambda) \frac{\partial \nu}{\partial t} - \epsilon(\rho) \right]
$$

$$
\mathcal{L}_{\text{boundary}} = \frac{\partial (\nu \rho)}{\partial t} + \nu \cdot (C(\lambda) \nu \rho \nu) \quad (64)
$$

Notice that the term $\mathcal{L}_{\text{boundary}}$ contains only complete partial derivatives and thus can not contribute to the equations although it can change the boundary conditions. Hence we see that equation (1), equation (57) and equation (63) can be derived using the Lagrangian density $\hat{\mathcal{L}}$ in which $\bar{v}$ is given in terms of equation (45) in the relevant equations. Furthermore, after integrating those three equations we can insert the potentials $\lambda, \nu$ into equation (45) to obtain the physical velocity $\bar{v}$. Hence, the general barotropic fluid dynamics problem is altered such that instead of solving the four equations (1,2) we need to solve an alternative set of three equations which can be derived from the Lagrangian density $\hat{\mathcal{L}}$. Notice that the specific choice of the labelling of the $\lambda$ surfaces is not important in the above Lagrangian density one can replace: $\lambda - > \Lambda(\lambda)$, without changing the Lagrangian functional form. This means that only the shape of the $\lambda$ surface is important not their labelling. In group theoretic language this implies that the Lagrangian is invariant under an infinite symmetry group and hence should posses an infinite number of constants of motion. In terms of the Lamb type function $\hat{\nu}$ defined in equation (48), the Lagrangian density given in equation (50) can be rewritten in the form:

$$
\mathcal{L} = \hat{\mathcal{L}} + \mathcal{L}_{\text{boundary}}
$$

$$
\hat{\mathcal{L}} = \rho \left[ \frac{1}{2} \left( \frac{\partial \lambda}{\partial t} + C(\lambda) \hat{\nu} \lambda \cdot \hat{\nu} \nu \right)^2 - \frac{1}{2} \left( C(\lambda) \hat{\nu} \nu \right)^2 - C(\lambda) \frac{\partial \nu}{\partial t} - \epsilon(\rho) \right]
$$

$$
\mathcal{L}_{\text{boundary}} = \frac{\partial (C(\lambda) \nu \rho)}{\partial t} + \nu \cdot (C(\lambda) \nu \rho \nu) \quad (65)
$$

Which emphasize the dependence of the Lagrangian on the the circulations along the load surfaces $C(\lambda)$ which are given as initial conditions.

### 3.4 Stationary fluid dynamics

For stationary flows we assume that both the density $\rho$ and the load $\lambda$ are time independent. Hence the velocity field given in equation (45) can be written as:

$$
\bar{v} = \hat{\nu} \nu - \hat{\lambda} \cdot \nu \nu = \bar{v}^* \nu = C(\lambda) \hat{\nu}^* \nu \quad (66)
$$

thus the stationary flow is parallel to the load surfaces. From the above equation we see that in the stationary case $\nu$ can be written in the form:

$$
\nu = \nu_0 - f(\lambda, t) \quad (67)
$$

in which $f(\lambda, t)$ is an arbitrary function and $\nu_0$ is independent of the temporal coordinate. Hence we can rewrite the velocity $\bar{v}$ as:

$$
\bar{v} = \bar{v}^* \nu_0 = C(\lambda) \hat{\nu}^* \nu_0 \quad (68)
$$

Inserting equation (67) and equation (68) into equation (57) will yield:

$$
\frac{\partial f(\lambda, t)}{\partial t} = \frac{1}{2} \nu_0^2 + w = B(\lambda) \quad (69)
$$

in which $B(\lambda)$ is the Bernoulli constant. Integrating we obtain:

$$
f(\lambda, t) = B(\lambda) t + g(\lambda) \quad (70)
$$

the arbitrary $g(\lambda)$ function can be absorbed into $\nu_0$ and thus we rewrite equation (67) in the form:

$$
\nu = \nu_0 - B(\lambda) t \quad (71)
$$

Further more we can rewrite the conserved quantity $\theta$ given in equation (44) as:

$$
\theta = - \left( \frac{\hat{\nu} \lambda \cdot \hat{\nu} \nu}{|\hat{\nu} \lambda|^2} \right) = - \left( \frac{\lambda \cdot \nu \nu_0}{|\hat{\nu} \lambda|} \right) + t \frac{dB(\lambda)}{d\lambda} \quad (72)
$$

The Lagrangian density $\mathcal{L}$ given in equation (50) can be written in the stationary case taking into account equation (68) and equation (71) as follows:

$$
\hat{\mathcal{L}} = \rho \left[ \frac{1}{2} \left( \frac{\partial \lambda}{\partial t} \cdot \hat{\nu} \nu \right)^2 - \frac{1}{2} \left( \hat{\nu} \nu \right)^2 - B(\lambda) \right] - \epsilon(\rho) \quad (73)
$$
Taking the variational derivative of the Lagrangian density \( \dot{L} \) with respect to the mass density \( \rho \) will yield the Bernoulli equation (69). The variation of the Lagrangian \( \dot{L} = \int d^3x \dot{L} \) with respect to \( \nu_0 \) will yield the mass conservation equation:

\[
\nabla \cdot (\rho \vec{v}) = 0
\]

(74)

this form is equivalent to the standard stationary continuity equation

\[
\nabla \cdot (\rho \vec{v}) = 0 \quad \text{since there is no mass flux orthogonal to the load surfaces.}
\]

Finally taking the variation of \( \dot{L} \) with respect to \( \lambda \) will yield:

\[
\rho \left[ \frac{dB}{d\lambda} - \vec{v} \cdot \nabla \left( \frac{\lambda \cdot \nabla \nu_0}{|\nabla \lambda|} \right) \right] = 0
\]

(75)

Which can be also obtained by inserting equation (72) into equation (63). Hence we obtained three equations (69,74,75) for the three spatial functions \( \rho, \lambda \) and \( \nu_0 \). Admittedly those equations do not have a particularly simple form, we will obtain a somewhat better set of equations in the next section.

4 Simplified variational principle for stationary fluid dynamics

In the previous sections we have shown that fluid dynamics can be described in terms of four first order differential equations and in term of an action principle from which those equations can be derived. An alternative derivation in terms of three differential equations one of which (equation (63)) is second order has been introduced as well. Those formalisms were shown to apply to both stationary and non-stationary fluid dynamics. In the following a different three functions formalism for stationary fluid dynamics is introduced. In the suggested representation, the Euler and continuity equations can be integrated leaving only an algebraic equation to solve.

Consider equation (13), for a stationary flow it takes the form:

\[
\vec{v} \cdot \nabla \alpha = 0
\]

(76)

Hence \( \vec{v} \) can take the form:

\[
\vec{v} = \frac{\nabla \alpha \times \vec{K}}{\rho}
\]

(77)

However, since the velocity field must satisfy the stationary mass conservation equation (1):

\[
\nabla \cdot (\rho \vec{v}) = 0
\]

(78)

We see that \( \vec{K} \) must have the form \( \vec{K} = \vec{\nabla} N \), where \( N \) is an arbitrary function. Thus, \( \vec{v} \) takes the form:

\[
\vec{v} = \frac{\nabla \alpha \times \vec{\nabla} N}{\rho}
\]

(79)

Let us now calculate \( \vec{v} \times \vec{\omega} \) in which \( \vec{\omega} \) is given by equation (14), hence:

\[
\vec{v} \times \vec{\omega} = \frac{\nabla \alpha \times \vec{\nabla} N}{\rho} \times (\nabla \alpha \times \vec{\nabla} \beta)
\]

(80)

Now since the flow is stationary \( N \) can be at most a function of the three comoving coordinates \( \alpha, \beta, \mu \) defined in subsections 2.2 and 2.4, hence:

\[
\nabla N = \frac{\partial N}{\partial \alpha} \nabla \alpha + \frac{\partial N}{\partial \beta} \nabla \beta + \frac{\partial N}{\partial \mu} \nabla \mu
\]

(81)

Inserting equation (81) into equation (80) will yield:

\[
\vec{v} \times \vec{\omega} = \frac{1}{\rho} \nabla \alpha \frac{\partial N}{\partial \mu} (\nabla \alpha \times \nabla \mu) \cdot \nabla \beta
\]

(82)

Rearranging terms and using vorticity formula (14) we can simplify the above equation and obtain:

\[
\vec{v} \times \vec{\omega} = -\frac{1}{\rho} \nabla \alpha \frac{\partial N}{\partial \mu} (\nabla \mu \cdot \vec{\omega})
\]

(83)

However, using equation (27) this will simplify to the form:

\[
\vec{v} \times \vec{\omega} = -\nabla \alpha \frac{\partial N}{\partial \mu}
\]

(84)

Now let us consider equation (3), for stationary flows this will take the form:

\[
\nabla \times (\vec{v} \times \vec{\omega}) = 0
\]

(85)

Inserting equation (84) into equation (85) will lead to the equation:

\[
\nabla \left( \frac{\partial N}{\partial \mu} \right) \times \nabla \alpha = 0
\]

(86)

However, since \( N \) is at most a function of \( \alpha, \beta, \mu \). It follows that \( \frac{\partial N}{\partial \mu} \) is some function of \( \alpha \):

\[
\frac{\partial N}{\partial \mu} = -F(\alpha)
\]

(87)

This can be easily integrated to yield:

\[
N = -\mu F(\alpha) + G(\alpha, \beta)
\]

(88)
Inserting this back into equation (79) will yield:
\[
\vec{v} = \frac{\vec{\nabla} \alpha \times (-F(\alpha)\vec{\nabla} \mu + \frac{\partial G}{\partial \beta} \vec{\nabla} \beta)}{\rho}
\] (89)

Let us now replace the set of variables \(\alpha, \beta\) with a new set \(\alpha', \beta'\) such that:
\[
\alpha' = \int F(\alpha)d\alpha, \quad \beta' = \frac{\beta}{F(\alpha)}
\] (90)

This will not have any effect on the vorticity presentation given in equation (14) since:
\[
\vec{\omega} = \vec{\nabla} \alpha \times \vec{\nabla} \beta = \vec{\nabla} \alpha \times \vec{\nabla} \beta' = \vec{\nabla} \alpha' \times \vec{\nabla} \beta'
\] (91)

However, the velocity will have a simpler presentation and will take the form:
\[
\vec{v} = \frac{\vec{\nabla} \alpha' \times \vec{\nabla}(-\mu + G'(\alpha', \beta'))}{\rho}
\] (92)

in which \(G' = \frac{G}{\alpha'}\). At this point one should remember that \(\mu\) was defined in equation (25) up to an arbitrary constant which can vary between vortex lines. Since the lines are labelled by their \(\alpha', \beta'\) values it follows that we can add an arbitrary function of \(\alpha', \beta'\) to \(\mu\) without effecting its properties. Hence we can define a new \(\mu'\) such that:
\[
\mu' = \mu - G'(\alpha', \beta')
\] (93)

Inserting equation (93) into equation (92) will lead to a simplified equation for \(\vec{v}\):
\[
\vec{v} = \frac{\vec{\nabla} \mu' \times \vec{\nabla} \alpha'}{\rho}
\] (94)

In the following the primes on \(\alpha, \beta, \mu\) will be ignored. It is obvious that \(\vec{v}\) satisfies the following set of equations:
\[
\vec{v} \cdot \vec{\nabla} \mu = 0, \quad \vec{v} \cdot \vec{\nabla} \alpha = 0, \quad \vec{v} \cdot \vec{\nabla} \beta = 1
\] (95)

to derive the right hand equation we have used both equation (27) and equation (14). Hence \(\mu, \alpha\) are both comoving and stationary. As for \(\beta\) it satisfies equation (38).

By vector multiplying \(\vec{v}\) and \(\vec{\omega}\) and using equations (94,14) we obtain:
\[
\vec{v} \times \vec{\omega} = \vec{\nabla} \alpha
\] (96)

this means that both \(\vec{v}\) and \(\vec{\omega}\) lie on \(\alpha\) surfaces and provide a vector basis for this two dimensional surface.

4.1 The action principle

In the previous subsection we have shown that if the velocity field \(\vec{v}\) is given by equation (94) than equation (1) is satisfied automatically for stationary flows. To complete the set of equations we will show how the Euler equations (2) can be derived from the Lagrangian:

\[
L \equiv \int \mathcal{L} d^3 x
\]
\[
\mathcal{L} \equiv \rho \left(\frac{1}{2} \vec{\omega}^2 - \epsilon(\rho)\right)
\] (97)

In which \(\vec{v}\) is given by equation (94) and the density \(\rho\) is given by equation (27):
\[
\rho = \vec{\nabla} \mu \cdot \vec{\omega} = \vec{\nabla} \mu \cdot (\vec{\nabla} \alpha \times \vec{\nabla} \beta) = \frac{\partial(\alpha, \beta, \mu)}{\partial(x, y, z)}
\] (98)

In this case the Lagrangian density of equation (97) will take the form:
\[
\mathcal{L} = \rho \left(\frac{1}{2} (\vec{\omega} \times \vec{\nabla} \alpha)^2 - \epsilon(\rho)\right)
\] (99)

and can be seen explicitly to depend on only three functions. The variational derivative of \(L\) given in equation (97) is:
\[
\delta L = \int \delta \mathcal{L} d^3 x
\]
\[
\delta \mathcal{L} = \delta \rho (\vec{\omega}^2 - \omega(\rho)) + \rho \vec{v} \cdot \delta \vec{v}
\] (100)

Let us make arbitrary small variations \(\delta \alpha_i = (\delta \alpha, \delta \beta, \delta \mu)\) of the functions \(\alpha_i = (\alpha, \beta, \mu)\). Let us define the vector:
\[
\vec{\xi} \equiv -\frac{\partial \vec{r}}{\partial \alpha_i} \delta \alpha_i
\] (101)

This will lead to the equation:
\[
\delta \alpha_i = -\vec{\nabla} \alpha_i \cdot \vec{\xi}
\] (102)

Making a variation of \(\rho\) given in equation (98) with respect to \(\alpha_i\) will yield:
\[
\delta \rho = -\vec{\nabla} \cdot (\rho \vec{\xi})
\] (103)

(for a proof see for example [19]). Calculating \(\delta \vec{v}\) by varying equation (94) will give:
\[
\delta \vec{v} = -\frac{\delta \rho}{\rho} \vec{v} + \frac{1}{\rho} \vec{\nabla} \times (\rho \vec{\xi} \times \vec{v})
\] (104)
Inserting equations (103,104) into equation (100) will yield:

\[
\delta L = v \cdot \nabla \times (\rho \hat{\xi} \times \vec{v}) - \delta \rho \left( \frac{1}{2} \vec{v}^2 + w \right)
\]

\[
= v \cdot \nabla \times (\rho \hat{\xi} \times \vec{v})
\]

\[
+ \nabla \cdot (\rho \hat{\xi} \left( \frac{1}{2} \vec{v}^2 + w \right))
\]

(105)

Using the well known vector identity:

\[\vec{A} \cdot \nabla \times (\vec{C} \times \vec{A}) = \nabla \cdot ((\vec{C} \times \vec{A}) \times \vec{A}) + (\vec{C} \times \vec{A}) \cdot \nabla \times \vec{A}\]

(106)

and the theorem of Gauss we can write now equation (100) in the form:

\[
\delta L = \int dS \cdot \left[ (\vec{\xi} \times \vec{v}) \times \vec{v} + \frac{1}{2} \vec{v}^2 + w \right] \rho
\]

\[
+ \int d^3 x \xi \cdot (\vec{v} \times \vec{\omega} - \nabla \left( \frac{1}{2} \vec{v}^2 + w \right)) \rho
\]

(107)

Suppose now that \(\delta L = 0\) for a \(\vec{\xi}\) such that the boundary term in the above equation is null but that \(\vec{\xi}\) is otherwise arbitrary, then it entails the equation:

\[\rho \vec{v} \times \vec{\omega} - \rho \nabla \left( \frac{1}{2} \vec{v}^2 + w \right) = 0\]

(108)

Using the vector identity:

\[\frac{1}{2} \nabla (\vec{v}^2) = (\vec{v} \cdot \nabla) \vec{v} + \vec{v} \times (\nabla \times \vec{v})\]

(109)

and rearranging terms we recover the stationary Euler equations:

\[\rho (\vec{v} \cdot \nabla) \vec{v} = -\nabla p\]

(110)

## 5 Conclusion

In this paper we have reviewed Eulerian variational principles for non-stationary barotropic fluid dynamics and introduced a simpler three independent functions variational formalisms for stationary and non-stationary barotropic flows. This is less than the four variables which appear in the standard equations of fluid dynamics which are the velocity field \(\vec{v}\) and the density \(\rho\).

The problem of stability analysis and the description of numerical schemes using the described variational principles exceed the scope of this paper. We suspect that for achieving this we will need to add additional constants of motion constraints to the action as was done by [22, 23] see also [24], hopefully this will be discussed in a future paper.
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