Forecasting Inbound Tourism Demand in Thailand with Grey Model
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Abstract: - Tourism has been considered as a “smokeless” and important industry in many countries in the world because it can not only generate plenty of quality jobs but also offer great contribution to the GDP. In order to make the tourism industry grow stably, getting to know its determinants becomes critical. However, it has been found in several studies that the determinants are neither easily measured nor collected due to their availability. Hence, until now, there is no standard forecasting model that can be applied in different situations of the industry. Moreover, due to certain limitations in collecting data of inbound tourism demand, it is therefore suggested in this study to use Grey forecasting approach which has been widely employed in different areas because it can deal with the problems of uncertainty with few data points and/or poor information. In the empirical case study of annual inbound tourism demand in Thailand, after being modified with Fourier series, the traditional Grey model GM(1,1) is significantly improved and becomes FGM(1,1) which has very low value of mean absolute percentage error (MAPE) of 0.0099. It is therefore suggested to forecast the inbound tourism demand in Thailand.
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1 Introduction
Nowadays, tourism has been considered as a “smokeless” and important industry in numerous countries in the world because it can not only generate plenty of quality jobs but also offer great contribution to the GDP. In Thailand, particularly, the number of international tourist arrivals in 2012 was about triple compared to that in 1998. Based on the annual research by the World travel & tourism council [1], in 2012, the total contribution of the tourism industry to Thailand GDP was accounting for 16.7% of GDP (about THB1,896.70 billion); and it supported 12.4% of the total employment with about 4.82 million jobs. In regarding to its direct contribution, the tourism contributed 7.3% of total GDP (about THB825.6 billion) and supported more than 2 million jobs (5.2% of total employment). These figures indicate that tourism is an important industry in Thailand. In order to make proper plans for the sustainable development of the national tourism industry, accurately forecasting the tourism demand becomes mandatory.

In spite of its aforementioned importance, tourism has been considered not only as an integrated and self-contained economic activity without a strong support from economic theories but also as a complex system due to a strong inter-relationship existing among different dependable sectors in the economy such as economic, transportation, commerce, social & cultural services, political and technological changes, etc., [2]. While González and Moral [3] pointed out that tourism demand is strongly affected by various factors, including tourism price, price index, income index, marketing expenditures, demographic and cultural factors, the quality-price ratio, etc., Witt & Witt [4] considered different determinants such as population, origin country income or private consumption, own price, substitute prices, one-off events, trend, etc. Also, some marketing aspects such as tour prices, distribution channel of the travel agents, traveler’s income were also suggested [5]. However, numerous researchers have concluded that many of the determinants are neither easily measured nor collected due to their availability [2, 3, 4, 6].

Furthermore, there has been no standard measure to represent “inbound tourism demand”. It was suggested that inbound tourism demand be measured in terms of the number of tourist arrival,
tourist expenditure (tourist receipts) or the number of nights tourists spent [4, 7]. But, due to the complexity in collecting the data of tourist expenditure and the number of nights tourists spent, tourist arrival has been widely used as an appropriate indicator of inbound tourism demand in many researches [3, 6-15]. Therefore, in this study, the annual arrival of inbound tourists to Thailand from 1997 to 2012 is used to denote the inbound tourism demand in Thailand.

Due to the above limitations in collecting relevant data of inbound tourism demand in Thailand, it is therefore suggested to use Grey forecasting approach which has been widely employed in different areas due to its ability to deal with the problems of uncertainty with few data points and/or “partial known, partial unknown” information, to predict the demand. In order to improve the accuracy of the model, its residuals series is then modified with Fourier series to form a new one. Forecasting result of the same period is then used to compare the accuracy of this modified model and ARFIMA-FIGARCH proposed by Chokethaworn et al. [16]. Finally, the best model is selected to forecast the international tourism demand in Thailand.

2 Literature Review

2.1 Grey Model

Grey theory offers a new approach to deal mainly with the problems of uncertainty with few data points and/or poor information which is said to be “partial known, partial unknown” [17, 18]. The core of the theory is the grey dynamics model which is usually called Grey model (GM). The Grey model is used to execute the short-term forecasting operation with no strict hypothesis for the distribution of the original data series [19]. The general GM model has the form of GM(d,v), where d is the rank of differential equation and v is the number of variables appeared in the equation. The basic model of Grey model is GM(1,1), a first-order differential model with one input variable which has been successfully applied in many different researches. It is obtained based on the following procedure.

Step 1: Suppose an original series with n entries is

\[ x^{(0)} = \{ x_{1}^{(0)}, x_{2}^{(0)}, \ldots, x_{n}^{(0)} \} \]

(1)

where \( x_{k}^{(0)} \) is the value at time \( k \) \( (k = 1, n) \).

Step 2: From the original series \( x^{(0)} \), a new series \( x^{(1)} \) can be generated by one time accumulated generating operation (1-AGO), which is

\[ x^{(1)} = \{ x_{1}^{(1)}, x_{2}^{(1)}, \ldots, x_{n}^{(1)} \} \]

(2)

where

\[ x_{k}^{(1)} = \sum_{j=1}^{k} x_{j}^{(0)} \]

Step 3: A first-order differential equation with one variable is expressed as:

\[ \frac{dx^{(1)}}{dt} + ax^{(1)} = b \]

(3)

where \( a \) is called developing coefficient and \( b \) is called grey input coefficient. These two coefficients can be determined by the least square method as the following:

\[ [a, b] = (B^T B)^{-1} B^T Y \]

(4)

where

\[ B = \begin{bmatrix} -\frac{(x_{1}^{(0)} + x_{2}^{(0)})}{2} & 1 \\ -\frac{(x_{2}^{(0)} + x_{3}^{(0)})}{2} & 1 \\ \vdots & \vdots \\ -\frac{(x_{n-1}^{(0)} + x_{n}^{(0)})}{2} & 1 \end{bmatrix} \quad Y = \begin{bmatrix} x_{2}^{(0)} \\ x_{3}^{(0)} \\ \vdots \\ x_{n}^{(0)} \end{bmatrix} \]

Therefore, the forecasting equation for GM(1,1) is expressed as:

\[ \hat{x}_{k}^{(1)} = \left[ x_{1}^{(0)} - \frac{b}{a} e^{-a(k-1)} + \frac{b}{a} \right] k = \overline{1, n} \]

(5)

Based on the operation of one time inverse accumulated generating operation (1-IAGO), the predicted series \( \hat{x}^{(0)} \) can be obtained as following:

\[ \hat{x}^{(0)} = \{ \hat{x}_{1}^{(0)}, \hat{x}_{2}^{(0)}, \ldots, \hat{x}_{n}^{(0)} \} \]

(6)

where

\[ \begin{cases} \hat{x}_{1}^{(0)} = \hat{x}_{1}^{(1)} \\ \hat{x}_{k}^{(0)} = \hat{x}_{k}^{(1)} - \hat{x}_{k-1}^{(1)} \end{cases} \quad (k = \overline{2, n}) \]

2.2 Fourier Residual Modification

GM(1,1) model can perform better if it is modified with Fourier series [20-24]. The procedure to obtain the modified model (hereafter called FGM(1,1)) is as the following.

Based on the predicted series \( x^{(0)} \) obtained from the GM(1,1) model, a residual series named \( \varepsilon^{(0)} \) is defined as:

\[ \varepsilon^{(0)} = \{ \varepsilon_{2}^{(0)}, \varepsilon_{3}^{(0)}, \ldots, \varepsilon_{n}^{(0)} \} \]

(7)

where

\[ \varepsilon_{k}^{(0)} = x_{k}^{(0)} - \hat{x}_{k}^{(0)} \quad (k = \overline{2, n}) \]

Expressed in Fourier series, \( \varepsilon_{k}^{(0)} \) is rewritten as:

\[ \varepsilon_{k}^{(0)} = \frac{1}{2} a_{0} + \sum_{i=1}^{n-1} a_{i} \cos \left( \frac{2\pi i}{n-1} k \right) + b_{i} \sin \left( \frac{2\pi i}{n-1} k \right) \]

(8)
where $F = \left\lfloor (n-1)/2 \right\rfloor$ called the minimum deployment frequency of Fourier series [24] and only take integer number [20, 21, 23]. And therefore, the residual series is rewritten as:

\[ e^{(0)} = P \cdot C \]

where:

\[
\begin{align*}
    &\frac{1}{2} \cos \left(\frac{2\pi x}{n-1}\right) \sin \left(\frac{2\pi F}{n-1}\right) \cos \left(\frac{2\pi x}{n-1}\right) + \frac{1}{2} \cos \left(\frac{2\pi x}{n-1}\right) \sin \left(\frac{2\pi F}{n-1}\right) \\
    &\quad \vdots \\
    &\frac{1}{2} \cos \left(\frac{2\pi x}{n-1}\right) \sin \left(\frac{2\pi F}{n-1}\right) \\
    P &\quad = \frac{1}{2} \cos \left(\frac{2\pi x}{n-1}\right) \sin \left(\frac{2\pi F}{n-1}\right) \cos \left(\frac{2\pi x}{n-1}\right) + \frac{1}{2} \cos \left(\frac{2\pi x}{n-1}\right) \sin \left(\frac{2\pi F}{n-1}\right) \\
    C &\quad = \left[ a, a, a, a, a, a, a, a, a, a, a, a, a, a, a, a, \right] \\
\end{align*}
\]

The parameters $a_0, a_1, a_2, b_1, b_2, \ldots, b_k, b_L$ are obtained by using the ordinary least squares method (OLS) which results in the equation of:

\[ C = \left( P^T P \right)^{-1} P^T \left[ e^{(0)} \right] \]

Once the parameters are calculated, the predicted series residual $\hat{e}^{(0)}$ is then easily achieved based on the following expression:

\[ \hat{e}^{(0)}_k = \frac{1}{2} a_0 + \sum_{i=1}^{k} a_i \cos \left(\frac{2\pi i}{n-1}\right) + b_i \sin \left(\frac{2\pi i}{n-1}\right) \]  \hspace{1cm} (11)

Therefore, based the predicted series $\hat{e}^{(0)}$ obtained from GM(1,1), the predicted series $\hat{x}^{(0)}$ of the FGM(1,1) is determined by:

\[ \hat{x}^{(0)} = \{ \hat{x}^{(0)}_1, \hat{x}^{(0)}_2, \ldots, \hat{x}^{(0)}_n \} \]  \hspace{1cm} (12)

where:

\[
\begin{align*}
    &\hat{x}^{(0)}_1 = \hat{x}^{(0)}_1 \\
    &\hat{x}^{(0)}_k = \hat{x}^{(0)}_k + \hat{e}^{(0)}_k \quad \left( k = \overline{2, n} \right)
\end{align*}
\]

In order to evaluate the accuracy of the forecasting model, the residual error ($\varepsilon$) and its relative error ($\rho$) are used [21, 25]. $\varepsilon$ and $\rho$ of an entry $k$ are expressed as:

- Residual error: $\varepsilon_k = x_k^{(0)} - f_k^{(0)}$ \hspace{1cm} \left( k = \overline{1, n} \right)
  where $f_k^{(0)}$ is the forecasted value at the $k^{th}$ entry
- Relative error: $\rho_k = |\varepsilon_k| / x_k^{(0)}$ \hspace{1cm} \left( k = \overline{1, n} \right)

However, there have been some other important indexes to be considered in evaluating the model accuracy. They are:

- The mean absolute percentage error (MAPE) [5, 17, 21, 22, 23, 24, 26, 27] (MAPE is also known as the average relative error $\delta$ [28, 29]):

\[ \text{MAPE} = \frac{1}{n} \sum_{k=1}^{n} \rho_k \]

- The post-error ratio $C$ [28, 29]:

\[ C = \frac{S_i}{S_j} \]

where:

\[
\begin{align*}
    S_i &\quad = \sqrt{\frac{1}{n} \sum_{k=1}^{n} e_k - \left( \frac{1}{n} \sum_{k=1}^{n} e_k \right)^2} \\
    S_j &\quad = \sqrt{\frac{1}{n} \sum_{k=1}^{n} e_k - \left( \frac{1}{n} \sum_{k=1}^{n} e_k \right)^2}
\end{align*}
\]

The ratio $C$, in fact, is the ratio between the standard deviation of the original series and the standard deviation of the forecasting error. The smaller the $C$ value, the higher accuracy the model; since smaller $C$ value results from a larger $S_i$ and/or a smaller $S_j$.

- The small error probability $P$ [28, 29]:

\[ P = \rho \left( \frac{\varepsilon_k - \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i}{S_i} < 0.6745 \right) \]

The higher the $P$ value is, the higher accuracy the model has since $P$ value indicates the probability of the ratio of the difference between the residual values of data points and the average residual value with the standard deviation of the original series smaller than 0.6745 [29].

- The forecasting accuracy $\rho$ [29]:

\[ \rho = 1 - \text{MAPE} \]

Based on the above indexes, there are four grades of accuracy as stated in Table 1.

<table>
<thead>
<tr>
<th>Grade level</th>
<th>$\text{MAPE}$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I (Very good)</td>
<td>&lt; 0.01</td>
<td>&gt; 0.95</td>
</tr>
<tr>
<td>II (Good)</td>
<td>&lt; 0.05</td>
<td>&gt; 0.80</td>
</tr>
<tr>
<td>III (Qualified)</td>
<td>&lt; 0.10</td>
<td>&gt; 0.65</td>
</tr>
<tr>
<td>IV (Unqualified)</td>
<td>≥ 0.10</td>
<td>≤ 0.70</td>
</tr>
</tbody>
</table>

### 3 Empirical Study

Historical data of the inbound tourism demand in Thailand from 1997 – 2012 (totally 16 observations) are obtained from the annual statistical data published by The Office of Tourism Development [30]. Based on the data from 1997-2011, GM(1,1) model for the annual inbound tourism demand in Thailand is found as:

\[ \sum_{k=1}^{12} \frac{1}{2} a_0 + \sum_{i=1}^{k} a_i \cos \left(\frac{2\pi i}{n-1}\right) + b_i \sin \left(\frac{2\pi i}{n-1}\right) = \sum_{k=1}^{12} \hat{x}^{(0)}_k \]

From GM(1,1) model, its residual series can be easily obtained, which is then modified with Fourier series to become a new model named FGM(1,1). The relevant indexes to evaluate the accuracy of the GM(1,1) and FGM(1,1) are shown in Table 2.

From Table 2, with the MAPE value of less than 1%, FGM(1,1) outperforms GM(1,1). Hence, it is strongly suggested to forecast the inbound tourism demand in Thailand.

Using FGM(1,1), the forecast value of the inbound tourism demand in Thailand in 2009 is 14.21 million arrivals. In comparison to the actual
arrival of 2009, our forecast model results in an absolute percentage error of 0.424% which is extremely lower than that of the model proposed by Chokethaworn [16].

| Table 2: Evaluation indexes of model accuracy |
|-----------------|-----------------|-----------------|
| Index           | GM(1,1)         | FGM(1,1)        |
| MAPE            | 0.0545          | 0.0099          |
| S_1             | 15.9646         | 15.9646         |
| S_2             | 1.2872          | 0.2192          |
| C               | 0.0806          | 0.0137          |
| P               | 1.0000          | 1.0000          |
| ρ               | 0.9455          | 0.9901          |
| Forecasting power | Qualified     | Very good       |

In order to further evaluate the accuracy of our proposed model, we now compare the forecast value in 2012 with the actual observation in the same year. It is found that our model suggests 20.70 million which is 7.17% lower than the actual. The tolerance of 7.17% is acceptable in a forecasting model. So, the inbound tourism demand in Thailand in 2013 is forecasted to be 23.87 million arrivals.

4 Conclusion
Combining the Fourier residual modification to the traditional Grey forecasting model GM(1,1) results in an highly accurate forecasting model named FGM(1,1). Particularly, in the case of the inbound tourism demand in Thailand, despite of the hard assessment of relevant data about its determinants, the annual demand can still be forecasted effectively with FGM(1,1) model which has been proved to be a good choice. Precise forecasting result will not only help related organizations avoid unnecessary and unexpected costs but also assist the policymakers from macro to micro levels in the tourism and tourism-related industries with a robust base in improving their related policies to stably develop the smokeless industry.
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