Forecasting Models for the Cargo Throughput at Hong Kong Port and Kaohsiung Port
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Abstract: - The import and export of goods normally require the involvement of many different sectors from purchasing, manufacturing, transporting, inventory, distribution, etc. In order to have proper plans, accurately forecast the volume of imported-exported goods is the core issue. By comparing the performance of autoregressive integrated moving average (ARIMA) model, Grey model, and their joint Fourier modified models, this paper aims at obtaining an efficient model to forecast the cargo throughput at a sea port. The accuracy of the conventional models is found to be significantly boosted with the Fourier modification. In the empirical case studies of cargo throughput at Hong Kong port and container throughput at Kaohsiung port, modified seasonal ARIMA models, respectively $FSARIMA(4,1,4)(1,1,0)_4$ and $FSARIMA(4,1,4)(0,1,0)_{12}$, are strongly suggested due to their satisfactorily high forecasting power. We further employ these models to provide the forecast in 2013 at the two ports in order to assist the control and scheduling of the two port systems and for the terminal operators in decision making and planning.
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1 Introduction

International trade, one of the most critical factors to develop the national economies, includes two basic activities: Import and Export. The import and export of goods normally require the involvement of many different sectors from purchasing, manufacturing, transporting, inventory, distribution, etc., especially the engagement of the customs authorities in both the country of export and the country of import. Therefore, it is of great significance to have appropriate planning from macro to micro levels so that the trade flow among nations becomes affluent. In order to have proper plans, accurately forecast the volume of imported-exported goods is the core issue [1-3].

In predicting the container throughputs used in international trade, several forecasting models have been proposed as in the review by [1]. Time series characteristic of the throughput has received special attention of many scholars [3-5] and regression methods have been commonly used [1]. However, conventional regression methods disregard the non-stationary relationship among the volume of containers and the macro-economic variables, possibly resulting in the spurious regression forecasting models [6]. One of well-known model dealing with a time series is Autoregressive Integrated Moving Average (ARIMA) model [7, 8]. Therefore, ARIMA model is taken into consideration in this paper.

Furthermore, due to the limitations in accessing the relevant data as well as the determinants of the cargo throughput, we also consider the Grey model, which can effectively deal with the which has been widely employed in different areas due to its ability to deal with the problems of uncertainty with few data points and/or “partial known, partial unknown” information [9, 10].

In order to improve the accuracy of the forecasting models, in this study, a new approach to minimize the errors obtained from the conventional models is suggested by modifying the residual series with Fourier series. Those models are then compared based on certain evaluation indexes. In this study, two empirical studies of cargo throughput at Hong Kong port and Kaohsiung port are conducted to find out appropriate forecasting
models for the control and scheduling of port system and the terminal operations.

2 Literature Review

2.1 ARIMA Model

ARIMA model is usually used to forecast a time series which can be made stationary by differencing or logging. A time series may have non-seasonal or seasonal characteristics which have respectively the form of ARIMA(p,d,q) and SARIMA(p,d,q)(P,D,Q)$_s$, where p, d, q, P, D, Q, and S are the model parameters as reviewed by Nguyen et al. (2013). There are three basic steps in the overall procedures to obtain an ARIMA or SARIMA model [11, 12].

\[ \text{ARIMA} = \{ \text{AR}, \text{I}, \text{MA} \} \]

2.2 Grey Model

Grey theory offers a new approach to deal mainly with the problems of uncertainty with few data points and/or poor information which is said to be “partial known, partial unknown” [13, 14]. The core of the theory is the grey dynamics model which is usually called Grey model (GM). The Grey model is used to execute the short-term forecasting operation with no strict hypothesis for the distribution of the original data series [15]. The general GM model has the form of \( GM(d,v) \), where d is the rank of differential equation and v is the number of variables appeared in the equation. The basic model of Grey model is GM(1,1), a first-order differential model with one input variable which has been successfully applied in many different researches. It is obtained based on the following procedure.

Step 1: Suppose an original series with n entries is \( x^{(0)} \):

\[ x^{(0)} = \{ x_1^{(0)}, x_2^{(0)}, \ldots, x_n^{(0)} \} \]  

where \( x_k^{(0)} \) is the value at time \( k \) \( (k = 1, n) \).

Step 2: From the original series \( x^{(0)} \), a new series \( x^{(1)} \) can be generated by one time accumulated generating operation (1-AGO), which is

\[ x^{(1)} = \{ x_1^{(1)}, x_2^{(1)}, \ldots, x_n^{(1)} \} \]  

where \( x_k^{(1)} = \sum_{i=1}^{k} x_i^{(0)} \)

Step 3: A first-order differential equation with one variable is expressed as:

\[ \frac{dx^{(1)}}{dt} + ax^{(1)} = b \]  

where a is called developing coefficient and b is called grey input coefficient. These two coefficients can be determined by the least square method as the following:

\[ [a, b]^T = (B^T B)^{-1} B^T Y \]  

where

\[ B = \begin{bmatrix} -\frac{1}{2} & 1 \\ -\frac{1}{2} & 1 \\ \vdots & \vdots \\ -\frac{1}{2} & 1 \end{bmatrix} \]

\[ Y = \begin{bmatrix} x_2^{(0)} \\ x_3^{(0)} \\ \vdots \\ x_n^{(0)} \end{bmatrix} \]

Therefore, the forecasting equation for GM(1,1) is expressed as:

\[ \hat{x}_k^{(1)} = x_1^{(0)} - \frac{b}{a} e^{-ak} + \frac{b}{a} \quad (k = 1, n) \]  

Based on the operation of one time inverse accumulated generating operation (1-IAGO), the predicted series \( \hat{x}^{(0)} \) can be obtained as following:

\[ \hat{x}^{(0)} = \{ \hat{x}_1^{(0)}, \hat{x}_2^{(0)}, \ldots, \hat{x}_n^{(0)} \} \]  

\[ \begin{aligned} \hat{x}_1^{(0)} &= \hat{x}_1^{(1)} \\ \hat{x}_k^{(0)} &= \hat{x}_k^{(1)} - \hat{x}_{k-1}^{(1)} \quad (k = 2, n) \end{aligned} \]

2.2 Fourier Residual Modification

The model accuracy of Grey models has been significantly improved after the residual series obtained from the model is modified with Fourier series [14-18]. Hence, this methodology is proposed The procedure to obtain the modified model is as the following.

Based on the predicted series \( \hat{x}^{(0)} \) obtained from one of the traditional models, its residual series named \( \epsilon^{(0)} \) is defined as:

\[ \epsilon^{(0)} = \{ \epsilon_2^{(0)}, \epsilon_3^{(0)}, \ldots, \epsilon_n^{(0)} \} \]  

where \( \epsilon_k^{(0)} = x_k^{(0)} - \hat{x}_k^{(0)} \) \( (k = 2, n) \)

Expressed in Fourier series, \( \epsilon_k^{(0)} \) is rewritten as:

\[ \epsilon_k^{(0)} = \frac{1}{2} a_0 + \sum_{i=1}^{F} a_i \cos \left( \frac{2 \pi i}{n-1} k \right) + b_i \sin \left( \frac{2 \pi i}{n-1} k \right) \]  

where \( F = \left( (n-1)/2 - 1 \right) \) called the minimum deployment frequency of Fourier series [18] and only take integer number [14, 15, 17]. And therefore, the residual series is rewritten as:

\[ \epsilon^{(0)} = P.C \]  

where
The parameters \( a_0, a_1, b_1, a_1, b_2, \ldots, a_p, b_q \) are obtained by using the ordinary least squares method (OLS) which results in the equation of:

\[
C = \begin{bmatrix} a_0, a_1, b_1, a_1, b_2, \ldots, a_p, b_q \end{bmatrix}
\]

The parameters \( a_0, a_1, b_1, a_1, b_2, \ldots, a_p, b_q \) are then easily achieved based on the following expression:

\[
\dot{e}_k^{(0)} = \frac{1}{2} a_0 + \sum_{i=1}^{n} a_i \cos \left( \frac{2\pi i}{n-1} k \right) + b_i \sin \left( \frac{2\pi i}{n-1} k \right)
\]

Therefore, based on the predicted series \( \hat{x}^{(0)} \), the predicted series \( \tilde{x}^{(0)} \) of the modified model is determined by:

\[
\tilde{x}^{(0)} = \left\{ x^{(0)}_1, x^{(0)}_2, \ldots, x^{(0)}_k, \ldots, x^{(0)}_n \right\}
\]

where

\[
\begin{align*}
\hat{x}^{(0)}_k &= \dot{e}_k^{(0)} \\
\tilde{x}^{(0)}_k &= \hat{x}^{(0)}_k + \dot{e}_k^{(0)} (k = 2, n)
\end{align*}
\]

In order to evaluate the accuracy of the forecasting model, four basic indexes, including mean absolute percentage error (MAPE), post-error ratio (C), small error probability (P), and forecasting accuracy (\( \rho \)), have been used. Based on the combination of these four indexes, the forecasting accuracy is classified into four grades as stated in Table 1.

<table>
<thead>
<tr>
<th>Grade level</th>
<th>MAPE</th>
<th>C</th>
<th>P</th>
<th>( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Very good)</td>
<td>&lt; 0.01</td>
<td>&lt; 0.35</td>
<td>&gt; 0.95</td>
<td>&gt; 0.95</td>
</tr>
<tr>
<td>(Good)</td>
<td>&lt; 0.50</td>
<td>&lt; 0.50</td>
<td>&gt; 0.80</td>
<td>&gt; 0.90</td>
</tr>
<tr>
<td>(Qualified)</td>
<td>&lt; 0.10</td>
<td>&lt; 0.10</td>
<td>&gt; 0.70</td>
<td>&gt; 0.85</td>
</tr>
<tr>
<td>(Unqualified)</td>
<td>≥ 0.10</td>
<td>≥ 0.65</td>
<td>≤ 0.70</td>
<td>≤ 0.85</td>
</tr>
</tbody>
</table>

3 Empirical Study

3.1 Cargo throughput at Hong Kong port

Historical data of the cargo throughput at Hong Kong port from the first quarter (Q1) of 1997 – Q1 of 2013 are obtained from the quarterly statistical data published by the Census and Statistics Department of Hong Kong [19]. The data from Q1-1997 – Q3-2012 are used to build SARIMA and Grey models whose residual series are then modified with Fourier series to become modified models with higher accuracy. Data from Q4-2012 – Q1-2013 are used to check the forecast power of the modified models before one of them is employed to forecast the throughput in the other three quarters of 2013.

![Figure 1. Quarterly throughput at Hong Kong port](image)

3.1.1 ARIMA Model

From Figure 1, it can be concluded that seasonality exists in the series of tourism demand. Therefore, only seasonal ARIMA model is considered in this section. At one degree of both non-seasonal and seasonal difference, the series becomes stationary and SARIMA(4,1,4)(1,1,0) \( \alpha \) (HK-1) is found appropriate. Its Fourier modified model is FSARIMA(4,1,4)(1,1,0) \( \alpha \) (HK-2).

3.1.2 Grey Model

From the data, GM(1,1) (HK-3) is obtained as:

\[ x^{(1)}_k = 4293068.99 e^{0.00423(k-1)} - 4256019.99 \]  

Its Fourier modified model is named as FGM(1,1) (HK-4).

The performance of these four models is briefly summarized as in Table 2.

<table>
<thead>
<tr>
<th>Month</th>
<th>Actual</th>
<th>Forecast</th>
<th>APE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q4-2012</td>
<td>66,288</td>
<td>67,475</td>
<td>0.0179</td>
</tr>
<tr>
<td>Q1-2013</td>
<td>62,505</td>
<td>63,303</td>
<td>0.00323</td>
</tr>
</tbody>
</table>

Based on the evaluation indexes in Table 2, among the four models, FSARIMA(4,1,4)(1,1,0) \( \alpha \) (HK-2) outperforms others and it is therefore selected. In order to further evaluate the forecasting power of this model, we now compare the forecast values (unit: 1,000 tons) in Q4-2012 and Q1-2013 with the actual observations in the same period, which results in Table 3.

<table>
<thead>
<tr>
<th>Month</th>
<th>Actual</th>
<th>Forecast</th>
<th>APE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q4-2012</td>
<td>66,288</td>
<td>67,475</td>
<td>0.0179</td>
</tr>
<tr>
<td>Q1-2013</td>
<td>62,505</td>
<td>63,303</td>
<td>0.00323</td>
</tr>
</tbody>
</table>

Mean absolute percentage error 0.01057
With the low MAPE value of 0.01057, FSARIMA(4,1,4)(1,1,0)_{12} is considered powerful to be employed to forecast the cargo throughput at Hong Kong port in the next three quarters of 2013 as shown in Table 4.

### Table 4. Forecast throughput at Hong Kong port

<table>
<thead>
<tr>
<th>Quarter</th>
<th>Forecast (1,000 tons)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q2-2013</td>
<td>72,342</td>
</tr>
<tr>
<td>Q3-2013</td>
<td>73,027</td>
</tr>
<tr>
<td>Q4-2013</td>
<td>73,968</td>
</tr>
</tbody>
</table>

#### 3.2 Container throughput at Kaohsiung port

By using the same approach, we now consider the second case studies at Kaohsiung port which is the largest container port in Taiwan and an important port in the international transportation. Historical data of the container throughput including incoming and outgoing container throughput at Kaohsiung port from January 2004 – March 2013 are obtained from the monthly statistical data published on the website of Ministry of Transportation and Communication R.O.C [20]. There are totally 111 observations recorded which are plotted as in Figure 2. It is well noted that there is a close relationship between the incoming and outgoing container throughput in the time investigated. And, therefore, in this paper, we only consider the total throughput for brevity. However, only data from January 2004 – December 2012 are used to build ARIMA and Grey models whose residual series are then modified with Fourier series because data from January 2013 – March 2013 are used to check the forecast power of these two models. The data from January 2004 – March 2013 also allow us to check the forecast power of the modified models before one of them is employed to forecast the container throughput in other months in 2013.

#### 3.2.1 ARIMA Model

The original time series has seasonality characteristic and therefore, only seasonal ARIMA model is considered in this section. At one degree of both non-seasonal and seasonal difference, the series becomes stationary and there are four possible SARIMA models found, including:

- SARIMA(1,1,1)(0,1,0)_{12}
- SARIMA(1,1,4)(0,1,0)_{12}
- SARIMA(4,1,1)(0,1,0)_{12}
- SARIMA(4,1,4)(0,1,0)_{12}

Among the four models, SARIMA(4,1,4)(0,1,0)_{12} (KA-1) was found to be superior in term of lowest MAPE. Therefore, it is selected for further improvement with Fourier series, which results in FSARIMA(4,1,4)(0,1,0)_{12} (KA-2).

#### 3.2.2 Grey Model

From the data, GM(1,1) (KA-3) is obtained as:

\[
x_k^{(1)} = -2833807980e^{-0.002675k(k-1)} + 2834552950 \quad (k = 1, n)
\]

Its Fourier modified model is named as FGM(1,1) (KA-4).

The performance of these four models is briefly summarized as in Table 5.

### Table 5. Model accuracy (Kaohsiung port)

<table>
<thead>
<tr>
<th>Model</th>
<th>KA-1</th>
<th>KA-2</th>
<th>KA-3</th>
<th>KA-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPE</td>
<td>0.04038</td>
<td>0.00343</td>
<td>0.05780</td>
<td>0.00553</td>
</tr>
<tr>
<td>C</td>
<td>0.62089</td>
<td>0.04260</td>
<td>0.98980</td>
<td>0.08059</td>
</tr>
<tr>
<td>P</td>
<td>0.74490</td>
<td>1.00000</td>
<td>0.62963</td>
<td>1.00000</td>
</tr>
<tr>
<td>(\rho)</td>
<td>0.95962</td>
<td>0.99657</td>
<td>0.94220</td>
<td>0.99447</td>
</tr>
<tr>
<td>Forecasting power</td>
<td>Qualified</td>
<td>Very good</td>
<td>Un-qualified</td>
<td>Very good</td>
</tr>
</tbody>
</table>

Based on Table 5, both Fourier modified models (KA-2 and KA-4) are considered as very good in term of forecasting power. In order to further evaluate the forecasting power of these two models, we now compare the forecast values (unit: TEUs) in the first quarter of 2013 with the actual observations in the same period as in Table 6.

### Table 6. Checking forecasting power

<table>
<thead>
<tr>
<th>Month</th>
<th>Actual</th>
<th>KA-2</th>
<th>KA-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan. 2013</td>
<td>847,324</td>
<td>844,612</td>
<td>763,724</td>
</tr>
<tr>
<td>Feb. 2013</td>
<td>681,878</td>
<td>684,590</td>
<td>768,829</td>
</tr>
<tr>
<td>Mar. 2013</td>
<td>857,143</td>
<td>854,431</td>
<td>770,823</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.00344</td>
<td>0.01089</td>
<td></td>
</tr>
</tbody>
</table>

With the low MAPE value of 0.00344, FSARIMA(4,1,4)(0,1,0)_{12} (KA-2) is finally selected to be employed to forecast the container throughput (unit: TEUs) at Kaohsiung port in the next three quarters of 2013 as shown in Table 4.

### Table 7. Forecast throughput at Kaohsiung port

<table>
<thead>
<tr>
<th>Month</th>
<th>Forecast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apr. 2013</td>
<td>862,094</td>
</tr>
<tr>
<td>May. 2013</td>
<td>762,114</td>
</tr>
<tr>
<td>Jun. 2013</td>
<td>799,701</td>
</tr>
<tr>
<td>Jul. 2013</td>
<td>816,934</td>
</tr>
<tr>
<td>Aug. 2013</td>
<td>780,505</td>
</tr>
<tr>
<td>Sep. 2013</td>
<td>735,468</td>
</tr>
<tr>
<td>Oct. 2013</td>
<td>847,740</td>
</tr>
<tr>
<td>Nov. 2013</td>
<td>729,843</td>
</tr>
<tr>
<td>Dec. 2013</td>
<td>779,959</td>
</tr>
</tbody>
</table>

#### 4 Conclusion

The accuracy level of a traditional ARIMA model can be significantly improved with the procedure called Fourier residual modification. Particularly, in
the case of the cargo throughput at Hong Kong port and Kaohsiung port, despite of the hard assessment of relevant data about its determinants, the quarterly throughput at Hong Kong port can still be forecasted effectively with $FSARIMA(4,1,4)(1,1,0)_2$; and, the monthly container throughput at Kaohsiung port can be forecasted with $FSARIMA(4,1,4)(0,1,0)_2$. It can be also concluded that the cargo throughput has seasonal characteristic. Precise forecasting results obtained from these two models are essential for the control and scheduling of the two port systems and for the terminal operators in decision making and planning.
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