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Abstract: In recent researches on video processing-based pedestrian counting, a pedestrian density estimation
method based on the number of optical flows has developed and attracted attentions. In this paper, we propose a
simple pedestrian counting method by applying the number of optical flows for estimating the number of pedestri-
ans passing through a specific line, called counting line, in crowded situations. Through experimental evaluations
using actual video sequences, we show that the correlation coefficient between the number of optical flows and the
number of pedestrians passing through the counting line is high. In addition, we show that the mean relative error
of our proposed method is less than 0.068.
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1 Introduction
Pedestrian counting is needed in many situations such
as safety control in airports and stations, traffic control
in streets, and surveillance at event sites. For exam-
ple, the information on the number of passengers in
a station or an airport is useful to give an appropriate
reaction in the case of emergency or disruption of ser-
vices. In addition, information on the number of peo-
ple in a office building or a public facility can be used
for safety management and energy saving control of
buildings [1]. These information can be obtained by
monitoring the number of pedestrians passing through
specific areas such as doors, passageways, and so on.
Pedestrian counting is usually conducted manually or
automatically using sensors or video cameras. Manual
counting requires labor costs and is difficult to apply
in crowded scenes due to human errors. Therefore,
automatic counting has attracted a lot of attention.

Among automatic pedestrian counting methods,
video processing-based counting methods have been
widely studied. Although the performance of video
proceeding-based counting is affected by surrounding
environments such as the changes of lights and the
weather, it has some advantages. For example, camera
placement is flexible because video sequence can be
retrieved remotely. In addition, the introduction cost
can be reduced by using existing surveillance cam-
eras for some situations. Therefore, there have been
many researches for counting pedestrians in video se-

quences.

Pedestrian counting methods can be divided to
pedestrian detection-based methods (also known as
direct methods) and feature-based methods (also
known as indirect methods, map-based methods,
measurement-based methods) [2, 3]. Pedestrian
detection-based methods [4-9] are the traditional
methods to count the number of pedestrians. In these
methods, the regions of pedestrians are detected from
a frame, and the number of regions is counted. A lot
of methods for detecting regions of pedestrians have
been proposed previously as summarized in [6], and
they can be used for the counting purpose. How-
ever, their counting accuracy significantly decreases
in crowded situation where the density of pedestrians
is high and occlusion occurs frequently.

Recently, pedestrian counting in crowded scenes
has attracted attention and discussed in some confer-
ences or workshops such as IEEE International Work-
shop on Performance Evaluation of Tracking and
Surveillance (PETS). In the crowded situations, in-
stead of pedestrian detection-based methods, feature-
based methods [1-3, 10-17] have become popular for
pedestrian counting. In feature-based methods, var-
ious features, such as the amount of moving pix-
els [2, 11], the number of optical flows [3, 12], are
extracted from video sequences to estimate the num-
ber of pedestrians. The number of pedestrians is es-
timated based on the number or the amount of fea-
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tures andpre-learned correlation between them and
the number of pedestrians. Feature-based methods
have benefits in terms of simplicity, processing speed,
and so on.

In the viewpoint of purpose, video processing-
based pedestrian counting methods can be classified
into two kinds of purposes. One is for counting pedes-
trians in a specific area or whole area in a frame [1, 3,
4, 8, 10, 12-14, 18, 19]. These methods are also called
as pedestrian density estimation methods. In [12],
the authors proposed a simple feature-based pedes-
trian density estimation method. In the method, fea-
ture points are first extracted from video sequences.
Then, optical flows whose starting points are the fea-
ture points are obtained. Pedestrian density is esti-
mated based on the number of optical flows whose
length are not zero. In the PETS 2009 workshop, the
method shows good performance among methods pre-
sented at the workshop under evaluations using same
benchmark video sequences. Our research group also
proposed a feature-based pedestrian density estima-
tion method [13] inspired by the method in [12]. In
the method, optical flows are clustered and pedestrian
density is estimated based on the number of clusters.

On the other hand, the other kind of methods is for
counting pedestrians passing through a specific line or
a specific area [2, 9, 15-17]. In this paper, we call the
line counting line. For example, the counting line is
set at escalators, an entrance of buildings, and so on.
Researches on counting pedestrians passing through a
counting line or a counting area have been less stud-
ied compared to researches on pedestrian density esti-
mation. Some existing methods are the feature-based
methods [2, 15, 17]. In these methods, the combina-
tion of blob size and the number of optical flows in a
blob [2], feature point trajectories [15], or foreground
pixels [17] are used for counting the number of pedes-
trians. However, these methods are complex, used a
variety of features, or targeted to count the number of
pedestrians passing through a counting area. Simple
methods for counting pedestrians passing through a
counting line have not been discussed sufficiently.

In this paper, we apply the number of optical
flows to estimate the number of pedestrians passing
through a counting line. We consider a crowded situ-
ation where the density of pedestrians in each frames
is high and occlusion occurs frequently. In our pro-
posed method, to count pedestrians, feature points are
firstly detected from video sequences. Next, optical
flows whose starting points are the feature points are
extracted as in [12, 13]. Then, the number of pedes-
trians passing through the counting line is estimated
based on the number of optical flows. In this paper,
the performance of our proposed method is evaluated
using actual video sequences.

Time  30 35 42 

The total number of pedestrians 1 3 4 

server 
user 

camera 

network 

Example of video sequence 

Example of output Counting line 

Figure 1:Pedestrian counting system

The rest of this paper is organized as follows.
Section 2 explains the overview of our counting sys-
tem intended in this paper. Section 3 explains our pro-
posed counting method based on optical flow extrac-
tion. Section 4 discusses experimental results based
on actual video sequences. Finally, Section 5 con-
cludes this paper with outlook of future work.

2 System Overview
The overview of our counting system intended in this
paper is shown in Fig. 1. A user first places a sta-
tionary camera to obtain video sequences of the mon-
itoring area where pedestrians should be count. Video
sequences are recorded and displayed at a monitoring
server. Then, the user sets a counting line in the video
sequences. The counting line is set at a location where
the user wants to measure the number of pedestrians,
for example, a doorway or a passageway of the build-
ings. In this paper, we assume only one counting line
for simplicity.

The monitoring server estimates the number of
pedestrians passing through the counting line until a
certain frame, and outputs the information to the user.
In the next section, we propose a method for counting
the number of pedestrians passing through the count-
ing line.

3 Proposed Method
In this section, we propose a method for estimating
the number of pedestrians passing though the count-
ing line. In our proposed method, feature points are
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firstly detectedfrom video sequences as start points
of optical flows. Then, optical flows which start from
the feature points are extracted. Finally, the number of
pedestrians is estimated based on the number of op-
tical flows using the pre-learned correlation between
the number of optical flows and the actual number of
pedestrians as in [12].

In the following, thei-th frame, thej-th feature
point in thei-th frame, and the optical flow starting
from the j-th feature point in thei-th frame are de-
noted asfi, pi,j , andoi,j , respectively. The coordinate
of start point and the end point of the counting line are
denoted as(xga, yga), (xgb, ygb), respectively.

3.1 Detecting Feature Points

In our proposed method, feature points are detected
from moving parts in the frame as in [13]. We first
identify the moving parts in the frame by using the
background difference method [20]. In the method, to
mitigate the adverse effects of changes in the illumi-
nation conditions, the exponential weighted moving
average calculation is used to obtain pixel values of
background frame as follows:

wi,x,y = (1− µ)wi−1,x,y + µwi,x,y. (1)

Here,wi,x,y denotes thepixel value at coordinate (x,
y) of framefi, wi,x,y denotes thepixel value of the
background frame at coordinate (x, y), and µ is a
weight parameter. The moving parts in the frame
are identified by evaluating the difference between the
pixel value of the current framewi,x,y and that of the
background framewi,x,y. If the difference is larger
than threshold valuewd, the pixel at coordinate (x, y)
is considered as in the moving parts of framefi.

Then, we extract feature points from the mov-
ing parts by using the Shi-Tomasi corner detection
method [21]. In the method [21], eigenvalues for
each pixel value in the frame are calculated. Then,
feature points are selected from the point where
the eigenvalue is above a threshold value. We de-
note the set of feature points in framefi as Pi =
{pi,1, pi,2, · · · , pi,ri} whereri is the number of fea-
ture points in framefi.

3.2 Extracting Optical Flows

We next extract optical flows based on the detected
feature points in the previous section. The set of opti-
cal flows,Oi = {oi,1, oi,2, · · · }, is extracted from the
set of feature pointspi,j ∈ Pi, in framefi by estimat-
ing each corresponding coordinate in framefi+1. In
this paper, we use the Lucas-Kanade method [22] to
extract optical flows from the feature points. In the

method [22], optical flows can be estimated under the
following assumptions.

• The brightness of each moving part remains un-
changed in framesfi andfi+1.

• The distance traveled by a moving part between
framesfi andfi+1 is within a certain range.

• Neighboring points such as (xi, yi) and (xi + 1,
yi + 1) of framefi, which belong to the same
moving part, retain the same relative positions in
framefi+1.

We call the line segment from the starting point of
an optical flow to the end point of the optical flow as
optical flow segment.

Incorrect optical flows are sometimes extracted
due to noise in video sequences. In this paper, we
delete incorrect optical flows from the set of optical
flows Oi based on the length of optical flow. The
length of the extracted optical flowoi,j ∈ Oi is cal-
culated by Eqn. (2).

li,j =
√
(xei,j − xsi,j)

2 + (yei,j − ysi,j)
2. (2)

Here,(xsi,j , y
s
i,j) and(xei,j , y

e
i,j) denotes the coordinate

of the start point and that of end point of optical flow
oi,j . If the lengthli,j does not satisfy Eqn. (3), we
delete optical flowoi,j from the set of optical flows
Oi.

lmin < li,j < lmax. (3)

lmin and lmax are the minimum and the maximum
thresholds to determine the acceptable length of op-
tical flows. These values should be appropriately con-
figured preliminarily.

Since the number of pedestrians passing through
the counting line should be estimated, we choose a
part of optical flows for utilizing to estimate the num-
ber of pedestrians. If both Eqns. (4) and (5) are sat-
isfied for optical flowoi,j , the optical flow segment
intersects the counting line.

((xga − xgb)(y
e
i,j − yga) + (yga − ygb)(xga − xei,j))

((xga − xgb)(y
s
i,j − yga) + (yga − ygb)(xga − xsi,j))

≤ 0. (4)

((xei,j − xsi,j)(yga − yei,j) + (yei,j − ysi,j)(x
e
i,j − xga))

((xei,j − xsi,j)(ygb − yei,j) + (yei,j − ysi,j)(x
e
i,j − xgb))

≤ 0. (5)

Otherwise, the optical flow segment does not intersect
the counting line and the optical flowoi,j is deleted
from the set of optical flowsOi.
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3.3 Estimatingthe Number of Pedestrians

We use optical flows obtained from the previous
section for counting pedestrians passing through the
counting line. The total number of pedestrians pass-
ing through the counting line from the start frame to
framefi is estimated as follows:

n̂i =

⌊
ρ

i∑
k=1

ck

⌋
, (6)

whereck = |Ok| denotes the number of optical flows
in frame fk, andρ is a parameter that indicates the
average number of pedestrians per one optical flow.
Parameterρ is preliminary obtained from a training
video data set as follows.

ρ =
ndlrn∑dlrn−1
i=1 ci

, (7)

wherendlrn is the number of pedestrians in the train-
ing video anddlrn is the number of frames in the train-
ing video.

4 Experiments and Evaluation

4.1 Experimental Environment

To confirm the fundamental performance of our pro-
posed method, we conduct experiments and evalua-
tions as follows. We use three video sequences as
summarized in Table 1. Video 1 and video 2 were
recorded at the Cybermedia Center in Osaka Uni-
versity, Japan. In video 1, ten pedestrians move bi-
directionally in a pathway. On the other hand, around
twenty pedestrians move bi-directionally in a pathway
in video 2. In video 2, the density of the pedestri-
ans and occurrence frequency are higher than that in
video 1. Video 3 was recorded at a crowded cross-
walk in Tokyo, Japan. The density of the pedestrians
and occurrence frequency of video 3 are the highest
among all video sequences. We set a counting line for
each video sequence as shown in Fig. 2. In all video
sequences, pedestrians move bi-directionally against
the counting line. The actual number of pedestrians
passing through the counting line is measured manu-
ally when the center of pedestrian’s body passed the
counting line. Our proposed method is implemented
on an off-the-shelf PC (Intel Core i7-2600 CPU 3.40
[GHz], 8.00 [GB] memory, Microsoft Windows 7 Pro-
fessional). Table 2 shows the values of parameter used
in this paper.

As evaluation metrics of our proposed method,
we use the average of mean absolute error (MAE) and

(a) Video 1

(b) Video 2

(c) Video 3

Figure 2: Evaluation video sequences (blue line is the
counting line)
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Table1: Summary of video sequences

Video1 Video2 Video3

Place Osaka Univ Osaka Univ Crosswalk
The total
number of 10 19 34
pedestrians
Frame rate 29.97 29.97 29.97
The total
number of 640 640 640
frames
Resolution 720×480 720×480 720×480
The average
number of
optical flows 9.80 8.74 10.23
per one
pedestrian

mean relative error (MRE) as follows:

MAE =
1

dend − dstart

dend∑
i=dstart

|n̂i − ni|.

MRE =
1

dend − dstart

dend∑
i=dstart

|n̂i − ni|
ni

.

Here,dstart anddend arethe first and the last frame
of video sequences for evaluation, respectively.n̂i is
the total number of estimated pedestrians until frame
fi andni is the total number of actual pedestrians un-
til frame fi. Smaller MAE and MRE indicate higher
estimation accuracy.

4.2 Investigation of the Number of Optical
Flows

In this section, we first investigate the number of op-
tical flows obtained from each pedestrians to know
fundamental characteristics to use optical flows for
pedestrian counting. We obtained the number of opti-
cal flows manually from the video sequences.

Figure 3 shows the histogram of the number of
optical flows obtained from each pedestrian passing

Table 2: Parameter settings
µ 0.05

wd 128

lmin 0.2 [pixel]
lmax 25.0 [pixel]
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Figure 3: Histogram of the number of optical flows
obtained from a pedestrian
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Table3: Correlation coefficient between the number
of optical flows and the number of pedestrians, and
estimation errors of our proposed method

Video1 Video2 Video3

Correl 0.891 0.809 -

MAE 0.680 0.652 1.153
MRE 0.068 0.034 0.034

through thecounting line. As shown in Fig. 3, the
shape of histogram is slightly convex with a broad
range of the number of optical flows. Since the num-
ber of feature points form a pedestrian is affected by
some factors such as clothes, bags, and occlusion, the
number of optical flows obtained from a pedestrian
varies. In video 2 and video 3, since the density of the
pedestrians is high and occlusion frequently occurs,
the number of optical flows obtained from a pedes-
trian highly varies compared to that in video 1. To
suppress the variation, one possible way is to sum up
similar optical flows to one optical flow by clustering.
The detailed discussion is our future work.

We next investigate the relationship between the
number of optical flows and the total number of pedes-
trians in a group passing through the counting line in
a part of video sequence. To investigate the relation-
ships, we divide each video sequence to sub-video se-
quences such that the video sequence is cut when there
is no moving parts on the counting line. For each sub-
video sequence, we obtain the number of optical flows
and the number of pedestrians. Then, we calculate the
correlation coefficient for each video sequence.

Table 3 shows the correlation coefficient between
the number of optical flows and the number of pedes-
trians. We do not show the results of video 3, since
the video sequence can not be divided to sub-video
sequences. As shown in Table 3, the correlation coef-
ficients of video 1 and 2 are above 0.8 and the num-
ber of optical flows and the number of pedestrians
are highly correlated, although the number of optical
flows obtained from each pedestrian highly varies as
described in the previous paragraph. Since occlusion
occurs infrequently in video 1, the correlation coeffi-
cient of video 1 is higher than that of video 2. From
these results, we conclude that it is reasonable to use
the number of optical flows to estimate the number of
pedestrians.

4.3 Evaluation of Counting Accuracy

We next evaluate the counting accuracy of our pro-
posed method. To evaluate the fundamental perfor-
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Figure 4: The total number of pedestrians passing
through the counting line
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mance ofour proposed method, we used each whole
video sequence as a training video.

Figure 4 shows comparisons between the actual
number of pedestrians and estimated one. In Fig. 4
x-axis corresponds to the number of frames andy-
axis corresponds to the number of pedestrians. Ta-
ble 3 shows MAE and MRE of our proposed method.
The comparison of MAE and MRE in video 1 and
video 2 shows that MAE and MRE in video 1 are
higher although the correlation coefficient in video 1
is higher as described in the previous section. This is
because counting the first pedestrian passing through
the counting line in video 1 is failed in our proposed
method at around frame 30, and no additional pedes-
trian passes the counting line until frame 270 as shown
in Fig. 4. Since the number of optical flows from the
first pedestrian is fewer than the average number of
optical flows per pedestrian, no pedestrian is counted
until frame 270. To improve the counting accuracy in
the situation, one possible way is to use round-off in
Eqn. (6) instead of round-down. Detailed discussion
and evaluation on Eqn. (6) is one of our future work.

In video 3, MAE of our proposed method is the
highest among the evaluated video sequences since
the number of pedestrians is highest among the video
sequences. However, MRE of our proposed method
is less than or equal to that in other video sequences,
although the scene in video 3 is crowded. In this eval-
uation, our proposed method is capable of counting
pedestrians in crowded situations.

5 Conclusion and Future work

In this paper, we applied the number of optical flows
to estimate the number of pedestrians in crowded sit-
uations. We proposed a simple method for count-
ing pedestrians passing through a counting line.
Through experimental evaluations using actual video
sequences, we showed that the correlation coefficient
between the number of optical flows and the number
of pedestrians is high. In addition, we showed that
the mean relative error of our proposed method is less
than 0.068.

As future works, we should evaluate our proposed
method in comparison with other pedestrian counting
methods. We also plan to improve the accuracy of
our proposed method by introducing an optical flow
clustering method as in [13].
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