Bat Algorithm (BA) for Image Thresholding
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Abstract: - Thresholding is an important approach for image segmentation and it is the first step in the image processing for many applications. Segmentation is a low level operation that can segment an image in non-overlapping regions. The optimal thresholds are found by maximizing Kapur's entropy-based thresholding function in a grey level image. However, the required CPU time increases exponentially with the number of desired optimal thresholds. In this paper a global multilevel thresholding algorithm for image segmentation is proposed based on the Bat inspired algorithm (BA). Cuckoo search (CS) algorithm was also implemented and compared with Kapur’s and BA’s algorithms. All algorithms have been tested on four sample images and experimental results show that both metaheuristics find excellent solutions, while computational time is negligible compared to exhaustive search.
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1 Introduction
Thresholding is a straightforward and an effective method for image segmentation. Image segmentation is the process of dividing an image into related non-overlapping regions which consists of image pixels and their relationship. In a grayscale image, the multilevel thresholding determines multiple thresholds which divide an image into multiple clusters. Thresholding is widely used in image processing and it has many applications in: automatic target recognition [1], clustering [2], medical image applications [3], optical character recognition [4] etc. For a classification of thresholding methods are used parametric and nonparametric approaches. When a parametric approach is used, the gray-level distribution of each cluster is assumed to obey a Gaussian distribution and then this approach attempts to find an estimate of the parameters of Gaussian distribution that best fits the histogram. However, nonparametric approach finds thresholds that separate the gray-level clusters of an image by optimizing discriminating criteria defined from test images.

In this paper the entropy-based approach is used as an image multilevel thresholding technique, that has been studied by many researchers [5], [6], [7], [8]. Yin [5] suggested a new method that uses the particle swarm optimization to choose the thresholds based on the minimum cross-entropy. In order to improve the efficiency of Kapur’s method, different methods have been developed for solving the multilevel thresholding problem [11]. In order to find optimal multilevel thresholds of images and increasing Kapur’s segmentation result accuracy, a new metaheuristic BA-inspired algorithm (BA) [12] is combined with Kapur’s method. Its performance was compared with the performance of the Kapur’s method and cuckoo search algorithm (CS). An object-oriented software implementation of BA and CS algorithms was also provided for unconstrained optimization problems [13], [14]. The combined version of BA algorithm is used to search for the multilevel thresholds using the maximum entropy-based criterion. This algorithm can reduce the total runtimes, and is shown to give very good results when is compared with the rest algorithms [15]. The CS algorithm is also object-oriented implemented for purposes of comparison. The exhaustive search method is also object-oriented implemented for obtaining the optimal solutions in order to perform comparisons with the experimental results made by CS and BA algorithms.

The rest of the paper is structured as follows. Section 2 introduces the BA algorithm. Section 3 gives a detailed description of the multilevel
thresholding by BA algorithm. The experimental and comparative results of the implemented algorithms are discussed in Section 4. Section 5 presents the concluding of this work.

2 BA algorithm

The BA algorithm is new population based metaheuristic approach proposed by Xin-She Yang. The algorithm exploits the so-called echolocation of the bats. The bat use sonar echoes to detect and avoid obstacles. It’s generally known that sound pulses are transformed into a frequency which reflects from obstacles. The bats navigate by using the time delay from emission to reflection. The pulse rate is usually defined as 10 to 20 times per second, and it only lasts up about 8 to 10 ms. After hitting and reflecting, the bats transform their own pulse into useful information to explore how far away the prey is. The bats are using wavelength \( \lambda \) that vary in the range from 0.7 to 17 mm or inbound frequencies \( f \) of 20-500 kHz. Hence, we can also vary \( f \) while fixing \( \lambda \), because \( \lambda \) and \( f \) is related due to the fact \( \lambda f \) is constant. The pulse rate can be simply determined in the range from 0 to 1, where 0 means that there is no emission and 1 means that the bat’s emitting is their maximum \([16, 17]\). The bat behaviour can be used to formulate a new BAT. Yang used three generalized rules when implementing the BA algorithms:

1. All bats use echolocation to sense distance, and they also ‘know’ the difference between food/prey and background barriers in some magical way;
2. Bats fly randomly with velocity \( v_i \) at position \( x_i \) with a fixed frequency \( f_{\text{min}} \), varying wavelength \( \lambda \) and loudness \( A_0 \) to search for prey. They can automatically adjust the wavelength of their emitted pulses and adjust the rate of pulse emission \( r \in [0,1] \), depending on the proximity of their target;
3. Although the loudness can vary in many ways, we assume that the loudness varies from a large (positive) \( A_0 \) to a minimum constant value \( A_{\text{min}} \).

In BA algorithm, initialization of the bat population is performed randomly. In our simulations, we use virtual bats naturally. Namely, generating new solutions is performed by moving virtual bats according to the following equations:

\[
\begin{align*}
    f_i & = f_{\text{min}} + (f_{\text{max}} - f_{\text{min}}) \beta \\
    v_i & = v_i^{t-1} + (x_i^{t-1} - x_i) f_i \\
    x_i & = x_i^{t-1} + \alpha A_i
\end{align*}
\]

where \( \beta \in [0,1] \) is a random vector drawn from a uniform distribution. Here \( x_i \) is the current global best location (solution) which is located after comparing all the solutions among all the bats. In our implementation, we will use \( f_{\text{min}} = 0 \) and \( f_{\text{max}} = 1 \), depending the domain size of the problem of interest. Initially, each bat is randomly assigned a frequency which is drawn uniformly from \([f_{\text{min}}, f_{\text{max}}]\). A random walk with direct exploitation is used for the local search that modifies the current best solution according the equation:

\[
    x_{\text{new}} = x_{\text{old}} + \partial A_i
\]

where \( \partial \in [-1,1] \) is a random number, while \( A_i \) is the average loudness of all the best at this time step. The local search is launched with the proximity depending on the rate \( r_i \) of pulse emission. As the loudness usually decreases once a bat has found its prey, while the rate of pulse emission increases, the loudness can be chosen as any value of convenience. Hence, both characteristics imitate the natural bats. Mathematically, these characteristics are captured with the following equations:

\[
    A_i^{t+1} = \alpha A_i^{t}, \quad r_i^{t+1} = r_i^{t}[1-\exp(-\gamma t)]
\]

where \( \alpha \) and \( \gamma \) are constants. Actually, \( \alpha \) parameter plays a similar role as the cooling factor of a cooling schedule in the simulated annealing.

3 Proposed approach

The proposed algorithm consists from two parts. The first part introduces the objective function based on image entropy for later developing the BA algorithm. The second part gives a detailed description of the BA algorithm for multilevel image thresholding.

3.1 Entropy criterion based measure

The multilevel thresholding problem can be configured as a \( k \)-dimensional optimization problem, for determination of \( k \) optimal thresholds \([t_1, t_2, ..., t_k]\) which optimizes an objective function. The maximum entropy criterion for image thresholding, first proposed by Pun, and later corrected and improved by Kapur have been widely used in determining the optimal thresholding \([11]\). Kapur has developed the algorithm for bi-level thresholding, which can also extend to solve multilevel thresholding problems and can be described as follows.

Let there be \( L \) gray levels in a given image \( I \) having \( M \) pixels and these grey levels are in the range \([0,1,...,L-1]\). The objective function is
determined from the histogram of the image, denoted by \( h(i), \ i=0,1, \ldots, L-1 \), where \( h(i) \) represents the number of pixels having the gray level \( i \). The normalized probability at level \( i \) is defined by the ratio \( P_i = h(i)/M \). The aim is to maximize the objective function:

\[
f((t_1, t_2, \ldots, t_k)) = H_0 + H_1 + H_2 + \ldots + H_k \quad (6)
\]

where

\[
H_0 = -\sum_{i=0}^{t_0-1} \frac{P_i}{w_0} \ln \frac{P_i}{w_0}, \quad w_0 = \sum_{i=0}^{t_0-1} P_i,
\]

\[
H_1 = -\sum_{i=t_0}^{t_1-1} \frac{P_i}{w_1} \ln \frac{P_i}{w_1}, \quad w_1 = \sum_{i=t_0}^{t_1-1} P_i,
\]

\[
H_2 = -\sum_{i=t_1}^{t_2-1} \frac{P_i}{w_2} \ln \frac{P_i}{w_2}, \quad w_2 = \sum_{i=t_1}^{t_2-1} P_i,
\]

\[
H_k = -\sum_{i=t_k}^{t_{k-1}} \frac{P_i}{w_k} \ln \frac{P_i}{w_k}, \quad w_k = \sum_{i=t_k}^{t_{k-1}} P_i.
\]

### 3.2 Image thresholding based on BA

The proposed BA algorithm based on maximum entropy criterion tries to obtain this optimum \( K \)-dimensional vector \([t_1, t_2, \ldots, t_k]\) which can maximize Eq.(3). The objective function is also used as the fitness function for the proposed algorithm. The details of the developed approach are introduced as follows.

**Step 1. (Generate the initial population of solutions)**

BA algorithm generates a randomly distributed initial population of \( N \) solutions (bats) \( x_i \) \((i = 1, 2, \ldots, N)\) with \( K \) dimensions denoted by matrix \( X \),

\[
X = [x_1, x_2, \ldots, x_N] \quad \text{and} \quad x_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,K}) \quad (4)
\]

where \( x_{ij} \) is the \( j \)th component value that is restricted into \([0, \ldots, L-1]\) and the \( x_{ij} < x_{ij+1} \) for all \( j \). The fitness values of all solutions \( x_i \) are evaluated and set cycle = 1. Before starting to iterative search process, the BA algorithm detects the most successful solution as \( x_{best} \) solution.

**Step 2. (Generation of new solutions)**

Generating new solution is performed by moving virtual bats according to equations (1), (2), (3). Namely, we generate new solutions by adjusting the vector of frequencies \( f \) and by updating the matrix of velocities \( V \) using the Eq. (1) and (2) respectively.

After, we perform an update process for each solution in the search population \( X \) using the Eq. (3).

**Step 3. (Local searching)**

A random walk with direct exploitation is used for the local search that modifies the current best solution vector according the Eq. (4). Namely, the local search is launched with the proximity depending on pulse rate \( r \) (Eq. 5).

**Step 4. (Generation of a new solution by flying randomly)**

In this step, for the current best solution vector obtained in step 3, we evaluate the objective function values by Eq.(6). If the fitness value of solution vector is higher than the old fitness value and loudness \( A \) obtained by Eq. (5) is no loud, then accept new solution vector and update the old fitness value. Otherwise, keep the old best solution.

**Step 5. (Record the best solution)**

Memorize the best solution vector with the currently highest objective function value and the best optimum as \( (x_{best}) \). Add the cycle by one.

**Step 6. (Check the termination criterion)**

If the cycle is equal to the maximum number of iterations then finish the algorithm, else go to Step 2.

### 4 Experimental results and discussion

The BA and CS algorithms have been object/oriented implemented in C# programming language. Four well-known images, namely Lena, Barbara, Peppers and Living room with 256 grey levels are taken as the test images. All the images are of size \((512 \times 512)\). These images with their histograms are shown in Fig 1. Tests were done on a PC with AMD Core2Duo TK-55 (1.8 GHz, 2 x 256 KB L2 cache) with 2GB of RAM on Windows 7 Operating System in Visual Studio 2010. Control parameters of the BA algorithm are: population size \((N)\), the maximum number of iterations, loudness \((A)\), pulse rate \((r)\), minimum frequency \((f_{\text{min}})\), maximum frequency \((f_{\text{max}})\). Control parameters of the CS algorithm are: the number of nests \((N)\), the maximum number of iterations and discovering probability \((p_0)\).

In all experiments both CS and BA algorithms use the same size of population \((N=50)\). Parameters of BA algorithm are the following: number of iterations is 2500, loudness \((A)\) is 0.95, pulse rate \((r)\) is 0.45, minimum frequency \((f_{\text{min}})\) is 0, maximum frequency \((f_{\text{max}})\) is 1. Parameters of CS algorithm are: the number of iterations is 2000, discovering
probability \( p_\alpha \) is 0.7. Each experiment was repeated 30 times within different thread. In this paper we use multithreaded approach. The size \( N \) and the maximum number of iterations have a great impact on the convergence and on the computing time. As these two parameters are related, for both algorithms the same size \( N \) (number of nests or population size) is used. The maximum number of iterations was taken as a variable, in order to further facilitate the comparison between them for the time convergence. In order to compare the quality of the results achieved by BA and CS algorithms for the multilevel thresholding, the value of the best fitness \( F(T^*) \) corresponding to the best threshold solution \( T^* \) is used as comparative criterion. The run of each algorithm within different thread was stopped when: 
\[
|F(T^*) - F_{opt}| \leq \varepsilon = 10^{-9},
\]
where \( F_{opt} \) is the optimal value of the objective function, and \( \varepsilon \) is a threshold value which fixes the accuracy of the measurement. We have computed and recorded the iteration number and the time taken by each algorithm to achieve the desired accuracy. In that way the stopping condition for all algorithms is based on the value of the fitness and not on the number of iterations.

Table 1: Thresholds, objective function values and time processing provided by the exhaustive search
Table 1 shows the optimal thresholds, the optimal objective function values and the processing time provided by the exhaustive search method.

Table 2 presents the mean values and standard deviations over 30 runs within 30 different threads provided by all algorithms for each image with a threshold numbers from 1 to 4, while Table 3 reports the mean number of iterations and the average of the CPU time taken by each algorithm within 30 different threads to satisfy the stopping condition.

<table>
<thead>
<tr>
<th>Image</th>
<th>K</th>
<th>CS</th>
<th>St. Dev.</th>
<th>BA</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>1</td>
<td>9.4856</td>
<td>5.33E-15</td>
<td>9.4856</td>
<td>5.33E-15</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>16.3895</td>
<td>7.11E-15</td>
<td>16.3726</td>
<td>1.36E-02</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>19.3649</td>
<td>1.42E-14</td>
<td>19.3247</td>
<td>2.81E-02</td>
</tr>
<tr>
<td>Barbara</td>
<td>1</td>
<td>9.4243</td>
<td>0.00E+00</td>
<td>9.4243</td>
<td>0.00E+00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>13.0022</td>
<td>8.88E-15</td>
<td>12.9985</td>
<td>7.62E-03</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>16.1960</td>
<td>0.00E+00</td>
<td>16.1760</td>
<td>2.76E-02</td>
</tr>
<tr>
<td>Peppers</td>
<td>1</td>
<td>9.4559</td>
<td>1.78E-15</td>
<td>9.4559</td>
<td>1.78E-15</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>13.0383</td>
<td>8.88E-15</td>
<td>13.0361</td>
<td>4.43E-03</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>16.1960</td>
<td>0.00E+00</td>
<td>16.1706</td>
<td>2.76E-02</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>12.9532</td>
<td>3.55E-15</td>
<td>12.9524</td>
<td>1.90E-03</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>16.2419</td>
<td>7.11E-15</td>
<td>16.2260</td>
<td>1.32E-02</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>19.2846</td>
<td>1.07E-14</td>
<td>19.2438</td>
<td>4.39E-02</td>
</tr>
</tbody>
</table>

Table 2: Mean values and standard deviations over 30 multi-threaded runs

<table>
<thead>
<tr>
<th>Image</th>
<th>K</th>
<th>CS</th>
<th>Iteration number</th>
<th>Time (ms)</th>
<th>Iteration number</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>1</td>
<td>15.96</td>
<td>5.86</td>
<td>2.26</td>
<td>0.710</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>106.50</td>
<td>44.86</td>
<td>49.86</td>
<td>39.49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>398.30</td>
<td>145.76</td>
<td>61.76</td>
<td>48.34</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>881.00</td>
<td>362.26</td>
<td>70.53</td>
<td>50.00</td>
<td></td>
</tr>
<tr>
<td>Barbara</td>
<td>1</td>
<td>16.46</td>
<td>5.83</td>
<td>2.20</td>
<td>0.776</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>114.26</td>
<td>48.76</td>
<td>38.13</td>
<td>29.55</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>406.36</td>
<td>144.10</td>
<td>61.66</td>
<td>48.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1000.93</td>
<td>415.20</td>
<td>69.8</td>
<td>50.00</td>
<td></td>
</tr>
<tr>
<td>Peppers</td>
<td>1</td>
<td>18.76</td>
<td>6.03</td>
<td>2.30</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>126.90</td>
<td>50.33</td>
<td>42.66</td>
<td>40.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>390.66</td>
<td>137.93</td>
<td>62.36</td>
<td>50.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>909.56</td>
<td>373.63</td>
<td>69.1</td>
<td>50.00</td>
<td></td>
</tr>
<tr>
<td>Living room</td>
<td>1</td>
<td>19.03</td>
<td>5.8</td>
<td>5.1</td>
<td>3.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>143.8</td>
<td>57.6</td>
<td>45.13</td>
<td>41.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>423.66</td>
<td>152.30</td>
<td>60.70</td>
<td>50.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>857.36</td>
<td>354.00</td>
<td>72.2</td>
<td>50.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Average computational time of the CS and BA algorithms over 30 multi-threaded runs

From Table 2 it can be seen that for threshold number 1 (each image), BA algorithm performs equally as CS algorithm, both in terms of accuracy (mean fitness) and robustness (small standard deviation). The mean values obtained by BA algorithm are almost equal to the optimal objective...
function values derived from the exhaustive search method for each image and each threshold number.

From the Table 1 it can be seen that the computation time of exhaustive search method is exponential and for \( K = 4 \) it is unacceptable. The reported results from the Table 3 show that as for the exhaustive search, for both algorithms, the number of iterations and the run time increase with the number of threshold, but not in the same manner. We can see from Table 3 that for the threshold numbers from 1 to 4, for all of the test images, BA algorithm is more efficient in terms of computation time than CS algorithm. Also, the convergence times of both algorithms are faster than those of the exhaustive search.

5 Conclusion
We propose the bat inspired algorithm (BA) algorithm based on echo locations behaviour for multilevel thresholds selection using the maximum entropy criterion. The experimental results demonstrated that the proposed BA algorithm can search for multiple thresholds which are close to the optimal ones determined by the exhaustive search method. Compared to the CS, the computational times show that the BA algorithm outperformed CS algorithm. The contribution of this paper is to demonstrate the feasibility of BA method for multilevel thresholding. Also, it offers a new option to the conventional methods due to its simplicity and efficiency.
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