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Abstract: - Handwritten Hindi digit recognition plays an important role in eastern Arab countries especially in 
the courtesy amounts of Arab bank checks. In this paper, we proposed an efficient offline handwritten Hindi 
digits recognition system and developed using Multilayer Perceptron Neural Network (MLP). The implemented 
system recognizes separated handwritten Hindi digits scanned using a scanner. The system has been designed, 
implemented and tested successfully. The error backpropagation algorithm has been used to train the MLP 
network. An analysis shows increasing in the recognition rate by doing some enhancements.  The proposed 
system has been trained on samples of 1000 images and tested on samples of 600 images written by different users 
selected from different ages.  The samples were scanned and preprocessed before entering the Neural Network 
for recognition. The An experimental result showed a very good recognition rate in comparison with 
other Hindi  digit recognition systems that use the same recognition classifier tool especially if we 
consider the way of writing and number of training and testing samples. In addition, the recognition 
rate could be increased if we have a high resolution scanner and increase the number of training and 
testing samples. 
 
Key-Words: - Offline Hindi Digit Recognition, Hindi Digits, Feature Extraction, MLP, Neural Networks, 
Backpropagation. 
 
1   Introduction 
Handwritten digits and character recognition 
recently have been an interesting domain for 
researchers who were interested in recognizing 
characters and digits in many languages.  
Handwritten character recognition is divided into 
two parts; online character recognition and offline 
character recognition. The online handwritten 
recognition involves the automatic conversion of 
text as it is written on a special digitizer or PDA, 
where a sensor picks up the pen-tip movements as 
well as pen-up/ pen-down switching. Online 
handwritten uses not only pens in PDAs, but also 
mouse gesture in personal computers and fingers in 
some cases of touch screens. The offline 
handwritten recognition is more different than the 
online since the handwritten will be written using a 
pen and a paper.  
 
The texts and digits written by hand will be entered 
into the computers using many acquisition devices 
such as, scanners, digital cameras, and others. In 

offline, the recognition will be much harder than in 
online since the images are taken by acquisition 
devices which cause some effects on images like 
noises, different sizes, different colors, and others. 
These effects require a much harder preprocessing 
stage to deal with in the case of offline handwritten 
recognition. In this paper the recognition will be on 
recognizing Hindi digits, where the researches 
around Hindi digits are limited especially in the 
case of offline handwritten Hindi digits. These 
Hindi digits are shown in table1. 
 

          
Table 1 Hindi Digits from Zero to Nine 

 

2 Related Work 
Handwritten recognition in general has been an 
attractive field for researchers for many years; the 
researchers have been interested in this field for 
recognizing many different languages in many 
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different countries. In specific the applications of 
handwritten recognition also attract researchers in 
this field. These applications are bank check 
recognition, postal code recognition, word 
document recognition and many others. Bank check 
is an attractive application that interested many 
researchers from different countries, bank checks 
have been recognized for many countries such as, 
Bengal, Brazil, China, France, Italy, Japan, Korea, 
Tunisia, the United States and many others[10, 13].  

Handwritten digits and character recognition are 
important for all languages. Researchers have 
worked through many languages such as English, 
Spanish, French, and many others  . But the work 
has been limited for some languages such as 
Arabic, Farsi, and others. In [12] they were 
interested in the recognition of Farsi numerals 
which are similar to Arabic ones.  
 
In the state of art many works have been introduced 
in the field of handwritten recognition. In [1-3] a 
recognizer was designed to recognize Hindi digits 
that were written by a mouse. Another work was 
introduced by [5, 9] in which they presented a 
method for recognizing isolated handwritten 
Arabic/Persian digits. This method is based on 
Support Vector Machines (SVMs).  In [4] the 
authors presented a system that recognizes online 
handwritten Hindi digits written by a mouse. There 
are many works for recognizing digits for different 
languages such as English, Bengali, Brazilian, 
French and many others, using many different 
classifiers such as Multi-Layer Perceptrons 
(MLPs), Support Vector machines (SVMs), Hidden 
Markov Model (HMM), and many others.  
 
In addition to that, some other researchers designed 
a system based on cross pruning (CP) algorithm to 
optimize number of hidden neurons and number of 
iterations in Multi-Layer Perceptron (MLP) neural 
based recognition system. Their approach is to 
study the effect of varying the size if the network 
hidden layers (pruning) and number of iterations 
(epochs) on the classification and performance of 
the used MLP [2]. 
 

3 Offline Handwritten Hindi Digit 
Recognition System 

 
The offline handwritten Hindi digit recognition 
system architecture is shown in fig.1. 

 

Fig. 1 Block Diagram for Handwritten Hindi Digits 
Recognition System 

3.1 Preprocessing 
The preprocessing stage concerns itself with 
processing input data to produce output data that is 
used as input to another stage. The importance of 
the preprocessing stage lies in preparing the digit to 
be in its final shape before entering the recognition 
stage. The images were first scanned using a 
scanner with a 300 dpi. These scanned images were 
colored images; the size of the samples was not 
defined and differs from one image to another since 
the digits were written in different handwriting 
styles from different people of different ages. There 
are many steps in the preprocessing stage which are 
shown in the fig.2. 

 

Morphological 
Operation 

Image 
Scanning 

Noise 
Removal 

 

Image Resize 
 

Binarization 

Image 
Inversion 

 

Thinning 
 

Fig. 2 Block Diagram for Hindi digits 
Preprocessing Stage 

 
• Image Scanning: using a scanner with 300 dpi, 

the resulting image is colored, very large, and 
has some noise. 

• Noise Removal: Removing the noise is done 
by applying the median filter. The noise 
coming from the scanner couldn’t be removed 
totally by the median filter. Therefore, the 
noise was removed by adjusting the contrast 
and sometimes the brightness using the 
windows picture manager. The fig.3 shows an 
image before and after noise removal. 
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Image Before Noise 
Removal 

Image After Noise 
Removal 

Fig. 3 Sample before and after noise removal step 
 
• Image Resize: Resizing the image using down 

sampling and interpolation bilinear methods. 
Interpolation method was used to ensure that 
the image will not lose too many pixels because 
losing too many pixels, results in losing some 
features of the original shape of the image. The 
image is resized in its final size to [180 180]. It 
was the best size to show the image without 
losing too many pixels. 

• Binarization: it is the process of converting the 
image into black and white. The word 
binarization is coming from binary. To convert 
the image into binary image means to make all 
pixels zeros and ones. The technique used to 
convert the image to black and white is (level = 
graythresh(image); ) this function from the 
Image Processing tool box in matlab is used to 
compute a global threshold (level) that can be 
used to convert an intensity image to a binary 
image. (level) is a normalized intensity value 
that lies in the range [0, 1]. The graythresh 
function uses Otsu's method, which 
exhaustively search for the threshold that 
minimizes the intra-class variance, defined as a 
weighted sum of variances of the two classes. 
The following description for the Otsu’s 
Method and Algorithm that were used for 
binarization: 

Otsu’s Method [11]: Otsu’s Method expressed 
in equations 1 and 2 

 
             (1) 

Weights ωi are the probabilities of the two 
classes separated by a threshold t and 

variances of these classes. 

Otsu shows that minimizing the intra-class 
variance is the same as maximizing inter-class 
variance: 

 (2) 

Which is expressed in terms of class probabilities 
ωi and class means μi which in turn can be updated 
iteratively. This idea yields an effective algorithm. 

 

Otsu’s Algorithm [11]: 

1. Compute histogram and probabilities of each 
intensity level 

2. Set up initial ωi(0) and μi(0) 
3. Step through all possible thresholds 

t=1..maximum intensity  
a. Update ωi and μi 
b. Compute  σ2

b (t) 
4. Desired threshold corresponds to the maximum  

σ2
b (t).  

 
• Image Inversion: image inversion means 

inversing the pixels of an image the zeros 
pixels to ones and vice versa. Inversing the 
Image is necessary since after applying the 
binarization, the background of the image 
takes the ones pixels and the foreground of 
the image takes the zeros pixels. As known 
in Image Processing using matlab, they 
deal with image as ones pixels. Therefore, 
inversion is necessary to give the objects or 
digits in the image the ones and give the 
background the zeros. In this stage the 
inverse function is applied to the image for 
this purpose. 

• Morphological Operations: Applying 
some morphological operations on the 
image in order to enhance the image and 
remove distortions from the image. A set of 
closing and dilating with a structuring 
element of one pixel is applied on images. 
Closing operation is used to close the holes 
in the image, while dilate is used to thicken 
the image and connect broken lines. 

• Thinning stage: that uses the thinning 
algorithm to bring the digit into one pixel 
thick. 

Thinning Algorithm: Sivanandam, 
Sumathi & Deepa, (2006) 

Recent Advances in Computer Science and Networking

ISBN: 978-960-474-336-0 96



 
The thinning algorithm in matlab is applied 
using the 'thin' function; the following 
syntax for using the thinning algorithm. 
BW = bwmorph (bw, ‘thin’, inf). This 
syntax means that the image will be 
thinned until infinity.  Infinity means that 
the image will have its skeleton shape with 
one pixel thick. The following is the 
algorithm described in steps: 

1. Divide the image into two distinct 
subfields in a checkerboard pattern. 

2. In the first sub iteration, delete pixel p 
from the first subfield if and only if the 
conditions G1, G2, and G3 are all 
satisfied.  

3. In the second sub iteration, delete pixel 
p from the second subfield if and only 
if the conditions G1, G2, and G3' are all 
satisfied. 

Condition G1: 

 
Where     

             (3) 

    (4) 

The values x1, x2... x8 in equations 3 and 4 
are the values of the eight neighbors of  p, 
starting with the east neighbor and 
numbered in counter-clockwise order. 

Condition G2: 

 
Where      

 
and  

                           (5) 

Condition G3: 

                        (6) 

Condition G3': 

                           (7) 

In this algorithm after applying all equations the 
user will get the skeleton shape of an image since 
the iterations are repeated until the image stops 
changing. 
After applying all the steps of the preprocessing 
stage on the image the image will have its final 
shape that will be as an input to the recognition and 
classification stages. Fig.4 shows an image of the 
digit four after passing all preprocessing stages. 
 

 
Fig.4 digit four after passing preprocessing stages 

 

3.2 Feature Extraction 
This stage is very important in the recognition 
stage. The digit is extracted depending on its blob 
analysis. Blob means the group of pixels that make 
up the digit. To get its analysis means to measure 

its properties such as area, center, perimeter, 
diameter, intensity, and many others. In feature 
extraction it determines the size of the input vector 
that enters the neural network. Instead of taking the 
whole image, features of the image will be 
extracted depending on its properties. These 
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features implement the input vector to the neural 
network stage. In this system the image of size 
180*180 pixels is divided into 9 blocks, each block 
of size 60*60 pixels.  
The following three functions have been used to 
extract the features from each block: 
• The first function is the region props function: 

this function depends on the properties of the 
image. The properties taken for each region are 
the area, center, perimeter, diameter, and the 
bounding box. The function first labels each 
region in the image. Then it calculates the 
properties of each region. The main property is 
taken into account here is the bounding box 
which is the smallest box containing the region. 
After the bounding box is taken, the features 
extracted will be of different sizes since each 
digit has different bounding box containing it 
depending on its geometrical shape. 

• The standard deviation and average functions. 
These functions are calculated to normalize the 
features extracted by the region props function 
mainly the features extracted using the bounding 
box. 

The features extracted from the region props 
function will be a vector of different sizes because 
the properties of each image differ from image to 
another. Therefore, the average and standard 
deviation are taken to normalize the size of the 
vector for all digits or images. The vector will be of 
size 1*18 for all images. This vector will be the 
input to the neural network for recognition stage. 

3.3 Digit Recognition 
In this stage a Multilayer Perceptron NN with 
backpropagation architecture was designed for digit 
classification and recognition. The used 
architecture has been chosen since it’s the most 
widely used in handwritten recognition fields. The 
rest of this section is a description of the Neural 
Network architecture in details, training the 
network, and testing it. 
1. Neural Network Architecture: 
 The designed NN architecture consists of an Input 
layer, one hidden layer, and an output layer. The 
performance function used for measuring the 
network’s performance is the MSE (Mean Square 
Error) which is the average squared error between 
the network outputs and the target outputs. The 
MSE formula is described in equation 8:  
 

             (8) 
 

The activation function used for both hidden and 
output layers is the log-sigmoid transfer function. 
This network architecture was chosen after a deep 
study of designing many other networks with 
different numbers of hidden layers, different 
numbers of neurons, and different types of 
activation functions. After training those different 
networks, it appeared that the network that was 
chosen is the best among others in performance and 
minimum error rate [4]. The training algorithm 
used in this architecture is the Gradient Descent 
Backpropagation with adaptive learning rate. The 
network is designed and trained to recognize the 
Offline Hindi Digits from Zero to Nine. Fig.5 
shows the architecture of the designed network.  
 

 
Fig. 5: The Neural Network Architecture 

The neural network needs 18 inputs in the input 
layer and 10 neurons in its output layer to identify 
the Hindi Digits. The network is a two-layer log-
sigmoid/log-sigmoid network. The log-sigmoid 
transfer function was picked because its output 
range (0 to 1) is perfect for learning to output 
Boolean values. The log sigmoid transfer function 
in equation 9 calculates a layer's output from its net 
input. Fig.6 shows the log-sigmoid graph and 
symbol.  

 

Fig.6 Log-Sigmoid Graph and Symbol 

Activation Function Algorithm 
 

Logsig (n) = 1 / (1 + exp (-n))                         (9)
   

The network consists of three layers: 
• Input Layer: The Input Layer consists of 18 

Boolean values as 18-element input vector. 
These 18 element input vectors come from 
dividing the original image of size 180*180 into 
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3*3 blocks. Each block is of 60*60 pixels, and 
for each block the properties are calculated for 
each region and then average and standard 
deviation are calculated to normalize the 
features extracted by the region props function 
as mentioned in the previous section. When 
calculating both the average and the standard 
deviation for all 9 blocks, we get two (the 
average and the standard deviation) multiplied 
by Nine (the total number of blocks in the 
image) the result is 18 element input vector. 

Nine (total number of blocks in the image) * 
Two (average and standard deviation for 
normalizing features) = 18 (input vector). 
 

• Hidden Layer: the hidden layer has 100 neurons. 
This number was chosen after trying many 
networks with different numbers of hidden 
neurons and by finding the minimum mean 
square error (MSE). In most cases choosing the 
number of hidden neurons depends on 
guesswork and experience. It also depends on 
getting the least error rate after trying many 
networks with different number of hidden 
neurons.  

• Output Layer: the output layer consists of 10 
neurons to identify the 10 digits. The network is 
trained to output a one (1) in the correct position 
of the output vector and to fill the rest of the 
output vector with zeros (0s). 

The Hindi digits will pass through the three layered 
NN architecture for recognition as shown in the 
following scenario in fig.7. The input sample is 
number three in Hindi numerals, it will be entered 
to the input layer as an 18 vector element, and then 
it will be transmitted to the hidden and output 
layers to give a correct and recognized output digit. 

 
Fig.7 Recognition of Number 3 in the  NN 

 
2. Training and testing the network: 

The Network has been trained and tested using 
samples of handwritten Hindi digits. The training 
and testing stages were achieved after the samples 

passed through the preprocessing and the feature 
extraction stages. The samples were stored as 
vectors. Each sample or image was stored as an 18 
element vector; these vectors were stored into a text 
document. This text document was created to be the 
input set for training the network. The created input 
file contains the features for each digit. As shown 
in fig.8 the images were stored into a text document 
as vectors. These vectors were the result of the 
feature extraction function and they will be the 
input for the NN to recognize each digit. 
 

 
Fig. 8 The input file entered to the NN for training 

A description of the training and testing 
procedures and results are explained in details 
in the next section. 
 
4   Results and Analysis 
The developed recognition system is designed 
using Matlab R2008a, the Image Processing and 
NN Tool Boxes were mainly used. The system 
worked on samples of Hindi digits from zero to 
nine. The samples were written by hand and then 
entered to the computer using a scanner. The Image 
Processing Tool Box was used for manipulating the 
scanned images for preprocessing, segmentation, 
and feature extraction stages. The NN Tool Box 
was used for training and testing the samples for 
recognition stages. 
In the Offline Handwritten Hindi Digits 
Recognition System, the digits were recognized as 
separate digits. The Hindi digits from one to nine 
were taken from real world samples. These samples 
were written by hand and they are divided into two 
types. The first type contains 1000 samples that 
were written using a regular blue pen. The second 
type contains 1000 samples that were written using 
a black marker. These samples must pass through 
all stages of the Offline Handwritten Hindi Digit 
Recognition system. The samples first pass through 
the preprocessing stage to enhance the handwritten 
digits, then they pass through the feature extraction 
stage that was used to extract the digits from 
images and store them as vectors to be the input for 
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the NN. The NN structure used is the Multi-Layer 
Perceptron (MLP) with backpropagation training 
algorithm which consists of an input layer, one 
hidden layer, and an output layer. In the digit 
recognition stage the samples were used for 
training and testing. In the following paragraphs is 
a description for both training and testing stages 
and their results. 
 
• Training the network: 

The network is trained using two types of samples. 
The 1000 samples of Hindi digits that were written 
using a regular blue pen, and the 1000 samples of 
Hindi digits that were written using a black marker. 
In both cases the training results were excellent and 
the recognition rate ranges from 90% to 99%. In 
the training stage the samples first were entered to 
the network as input set. The digits were trained 
separately to record the rates accurately. While 
training a digit, a neural network training tool 
window is launched to show the progress while 
training as shown in fig.9, and to show the 
performance, training state, and the regression plot. 
Also the performance plot that is shown in fig.10 
shows the network performance. Then the training 
state plot in fig.11 shows training state values 
which are Gradient, Validation, and Learning Rate. 
Finally the regression plot in fig.12 shows the 
linear regression of targets relative to outputs. 
 

 
Fig. 9 Neural Network training tool window 

Fig.10 Performance Plot 

Fig.11 Training State plot 

 
Fig.12 Regression plot 

• Testing the Network 

At this stage the network was tested using the 
testing samples. As mentioned previously there are 
two types of testing samples, 40 samples for each 
type. The samples that were written by a regular 
blue pen were written and tested before the samples 
that were written by a black marker. The reason 
behind this is the testing results. After testing the 
samples of a regular blue pen, the recognition rate 
was very bad and unexpected. Many solutions and 
attempts were introduced and applied to the 
samples in order to enhance the recognition rate, 
but the recognition rate didn’t improve or increase. 
Therefore, other samples were written using a black 
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marker to see if the recognition rate got better 
results. The samples were written by different 
people from different ages and having different 
writing styles. After testing the samples, the 
recognition rate increased significantly. It was 
51.6%; however, this recognition rate was not as 
desired. Therefore, many attempts and solutions 
were introduced to enhance this rate. After many 
changes, the recognition rate improved gradually 
until it reached an acceptable rate of 74.4%. The 
rest of the section will be a description in details of 
how the recognition rate was enhanced gradually 
and got its final results.  
 
First, the samples that were written by a regular pen 
were tested, but the recognition rate was very bad 
and unexpected. Therefore; many solutions were 
introduced to enhance the recognition rate.  
 
First solution was performed on the preprocessing 
stage to change the size of the image. The imresize 
function was used to change the size. Using 
imresize directly was wrong since it deletes one 
raw with one column. Using this function changes 
the structure of the image and that’s why the 
recognition rate was very low. Instead of using 
imresize function, down sampling with 
interpolation method was used. Also resizing the 
image into very small dimensions such as (30*30) 
or (60*60) was not acceptable since resizing causes 
losing too many pixels of the image which results 
in bad recognition.  
The problem of resizing was solved, also many 
changes were performed to remove noise from 
images and to make the handwriting style appear 
clearer and thicker using the morphological 
operations. However, the recognition rate remained 
low and with no enhancement. After all the 
previous attempts, a decision was taken to write 
new samples using a black marker. The new 
samples consist of 1000 samples for training and 40 
for testing. After writing the new samples, they 
were used for training and testing. As a result of 
testing the new samples, the recognition rate 
increased significantly and was recorded as 51.6%.  
 
This result was a very big achievement compared 
with the results before changing the samples. 
However, the achieved recognition rate was not as 
desired, therefore, some changes were performed in 
order to increase the recognition rate. After trying 
many changes in the preprocessing stage, 
something was noticeable, which is the thinning 
step. The thinning step lets the digit have its 
skeleton shape. This step resulted in losing pixels 

from the original image and affected the shape of 
the original one. Therefore, the thinning step was 
excluded from the preprocessing stage as an 
attempt only to see if the recognition rate gets 
better. After these changes, training and testing 
were performed again. As a result of this change 
the recognition rate really increased and got 
recognition rate of 63.1%. Still this result was not 
as desired so another solution was taken in order to 
increase it. This step was increasing the testing 
samples. The testing samples were increased by 
adding 20 more samples to each digit to have a 
total of 60 samples for each digit. After this 
addition, the testing was performed again and the 
recognition rate increased and got better results 
than before. The recognition rate became after 
increasing the samples 74.4%. As described above, 
the testing stage passed through many changes in 
order to enhance the recognition rate. The 
recognition rate increased gradually after each step 
of enhancement until it reached the last recognition 
rate of 74.4%. 
 
The following three steps will show the 
recognition rate resulted after the changes done 
for enhancement: 
 
1. In table 2 shows the results of the 

recognition rate of each digit and the total 
recognition rate after using new samples 
written by a black marker. 
 

Digit Recognition rate 
Zero 100% 
One 87% 
Two 42% 
Three 35% 
Four 37% 
Five 53% 
Six 45% 

Seven 39% 
Eight 58% 
Nine 20% 

Total Recognition rate: 51.6% 
 

Table 2 Recognition Rate after changing the 
samples using a black marker 

2. In table 3 shows the recognition rate after the 
second change which is removing the thinning 
step from the preprocessing stage. 
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Digit Recognition rate 
Zero 100% 
One 60% 
Two 37% 
Three 55% 
Four 55% 
Five 42% 
Six 80% 

Seven 65% 
Eight 80% 
Nine 57% 

Total Recognition rate: 63.1% 
 

Table 3 Recognition Rate after removing the 
thinning step 

3. Table 4 shows the last step applied for 
enhancing the recognition rate which is 
increasing the testing samples from 40 for each 
digit to 60 samples. 
 

Digit Recognition rate 
Zero 100% 
One 73% 
Two 73% 
Three 75% 
Four 65% 
Five 60% 
Six 82% 

Seven 73% 
Eight 86% 
Nine 57% 

Total Recognition rate: 74.4% 
 

Table 4 Accuracy of each digit and the total 
recognition rate 

The Offline Handwritten Hindi Digits Recognition 
subsystem was designed for recognizing separate 
Hindi digits written by hand and entered to the 
system by a scanner. These digits passed through 
the preprocessing and feature extraction stages 
before recognition. Multilayer Perceptron (MLP) 
architecture was used to recognize these digits, and 
a recognition rate of 74.4% was attained after many 
attempts to enhance this rate. 
 
The table 4 shows some comparative results of 
different approaches and different related works for 
the recognition of isolated digits or characters. 
 

Name Approach Handwritten 
type  

Recognitio
n Rate 

[6] 
Offline Arabic 
Character Recognition 
Using RBF Network 

Offline 76% 

[5] 

Handwritten 
Arabic/Persian digits 
Using Support Vector 
Machines (SVMs). 

Offline 
 

94.14% 
 

[4] 
Recognition of Hindi 
digits using Neural 
Networks 

Online 91% 

 
Table 4 The average recognition rate for different 

approaches 
 
These results will be discussed and compared with 
the Offline Handwritten Hindi Digit recognition 
subsystem. 
• In [6] they used the RBF networks for 

recognizing Arabic Characters. RBF is Radial-
Basis Function Networks. In implementing 
their function they used the Brain Construction 
Kit (BCK) tool. BCK is a Java Package that 
enables users to create, train, modify, and use 
Artificial Neural Networks. They obtained a 
recognition rate of 76%. On the other hand, the 
designed subsystem is different in approach, it 
used the MLP architecture using the NN tool 
box in matlab, it was designed to recognize 
Hindi digits, and it obtained a recognition rate 
of 74.4% and the results could be improved by 
increasing the training and testing samples. 

• In [5] system for offline handwritten Arabic 
and Persian digits recognition is designed using 
Support Vector Machines (SVM). They 
achieved a high recognition rate. Such rate was 
due to the use of the CENPARMI Indian digit 
database. This database contains 7390 isolated 
digits for training set, and 3035 digits for 
testing sets, and all these digits have been 
collected from real bank checks. On the other 
hand, the database used in our built system is 
very small compared to the CENPARMI 
database. It contained 1000 samples for 
training and 600 samples for testing.  

• In [4] they designed a system to recognize 
online Hindi digits using Neural Networks. In 
contrast with our system, it recognized offline 
Hindi digits. In online, the digits are written 
directly on the screen and saved as an image. In 
online there is no noise and no size problems 
since the user determines the handwriting 
space. Also, less preprocessing problems 
appear. In offline, the digits are written on 
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papers, the papers entered by a scanner, noise 
problems result from scanners and size 
problems appeared since the size will be very 
large and resizing images may result in loosing 
pixels and changing the shape of the digit. Also 
many other preprocessing problems appeared. 
All these problems affect the efficiency of the 
recognition systems and explain the differences 
in recognition rates achieved. 

 
5   Conclusion 
In this study, a handwritten recognition system has 
been implemented to detect Hindi digits. The 
implemented system is constructed using an MLP 
neural network classifier with backpropagation. 
The proposed system has been trained on samples 
of 1000 images and tested on samples of 600 
images. This system achieved successfully the 
purpose of recognizing separate Hindi digits with a 
good recognition rate of 74.4%. The result showed 
a very good recognition rate in comparison with 
other Hindi  digit recognition systems that use the 
same recognition classifier tool especially if we 
consider the way of writing and number of training 
and testing samples.  
To further improve the recognition rate, possible 
future works are as follows. (1) Increasing number 
of training and testing data set. (2) combining 
multiple classifiers can improve the recognition 
accuracy but decrease the speed of the recognition. 
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