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Abstract: Crowdsourcing annotation is a recent development since a complete and elaborate annotation of the
content of an image is an extremely labour-intensive and time consuming task. In this paper we examine the
possibility to build accurate visual models for keywords created through crowdsourcing. Specifically, 8 different
keywords related to athletics domain have been modelled using MPEG-7 and Histogram of Oriented Gradients
(HOG) low level features and the Sequential Minimal Optimization (SMO) classifier. The experimental results
have been examined using accuracy metrics and are very promising showing the ability of the visual models to
classify the images into the 8 classes with the highest average accuracy rate of 73.13% in the purpose of the HOG
features.
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1 Introduction
The rapid growth of digital image libraries creates
the need of effective image tagging. Manual im-
age annotation is an extremely difficult and elaborate
task and cannot always be considered as correct due
to visual information that always lets the possibility
for more individual interpretation and ambiguity [1].
Automatic image annotation is currently an impor-
tant research topic in the field of computer vision [2]
and attempts to learn the afore-mentioned correlation
and build a dictionary between low-level features and
high-level semantics [3]. A manually annotated set of
multimedia data is used to train a system for the iden-
tification of joint or conditional probability of an an-
notation occurring together with a certain distribution
of multimedia content feature vectors [4]. Different
models and machine learning techniques are devel-
oped to learn the correlation between image features
and textual words from the examples of annotated im-
ages and then apply the learned correlation to predict
words for unseen images [5].

Multiple judgements per image from several an-
notators can partially solve the problem of semantic
annotation multimedia data and improve the annota-
tion quality. The act of outsourcing work to a large
crowd of workers is rapidly changing the way datasets
are created [6]. The fact that differences between im-
plicit and explicit relevance judgments are not so far
[7] opened a new way, where implicit relevance judg-

ments were considered as training data for various ma-
chine learning-based improvements to information re-
trieval [8], [9]. In the current study we investigate the
possibility of creating visual models for crowdsourced
annotations using two different types of low level fea-
tures and the SMO classifier. For the performance of
the proposed method, fifteen users annotated a set of
a 500 images taken from the athletics domain, using
a predefined set of keywords. Images sharing a com-
mon keyword are grouped together and used for cre-
ating the visual model which corresponds to this key-
word. We have used publicly available tools for the
computation of the low level features [10], [11] and
the model creation (the Weka tool [12]) and classified
the images into 8 keyword classes.

The remaining paper is organized as follows: Sec-
tion 2 presents the method we have followed to cre-
ate the dataset and model the keywords while Sec-
tion 3 gives a detailed description of the used low level
features. Experimental results and discussion are re-
ported in Section 3. Finally, conclusions are drawn
and further work hints are given in Section 4.

2 Method Overview

2.1 Dataset Creation & Keyword Modelling

A randomly selected set of 500 images taken from a
large dataset created during the FP6 BOEMIE project
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Figure 1: The XML dictionary used for annotation.

was manually annotated by fifteen users using the
MuLVAT annotation tool [13] with the aid of a struc-
tured xml dictionary (Figure 1). An overview of the
dataset creation and keyword modelling procedure is
provided in Figure 2. For our experiments we have
selected a set of 8 representative keywords from a
total number of 33 dictionary keywords. The set of
the selected keywords is represented byK = {K1, ...,
KN}. TheKi indicates thei-th keyword while the to-
tal number of keywords is denoted byN. The 8 vocab-
ulary keywords used for our experimental setup are:
(1) “Discus”, (2) “Hammer”, (3) “High Jump”, (4)
“Hurdles”, (5) “Javelin”, (6) “Long Jump”, (7) “Run-
ning”, and (8) “Triple Jump”. For each keyword, we
selected 50 images which were annotated from more
than 5 annotators with this keyword. Examples of the
selected images are given in Figure 3. The images for
each keyword are grouped together and create the set
of groupsG = {G1, ...,GN}, whereGi denotes thei-
th group of a total number ofN groups of images. The
MPEG-7 and HOG features were extracted and used
to create the visual modelsV = {V1, ..., VN}, where
Vi indicates the visual model for the keywordKi.

To facilitate effective and efficient learning, each
keyword is treated as a separate binary classification
problem. We have followed the one-against-rest ap-
proach [14] and we have built a total number ofN
models, one for each keyword. The feature vectors of
each keyword class were split into two groups, called
the training (80%) and testing (20%) set. Each model

Figure 2: An overview of the dataset creation and key-
word modelling.

is trained and tested between one class and theN-1
other classes. The training and testing set for each
model contain the feature vectors of the correspond-
ing keyword class and the same number of randomly
selected feature vectors of the the restN-1 classes.
Keywords models were created using Weka tool [12].
Among a variety of possible classifiers we decided
to use one of the state of the art implementations of
the Support Vector Machines (SVMs), the Sequential
Minimal Optimization (SMO) [15], [16]. It has been
reported in several publications as the best performing
machine learning algorithm for a variety of classifica-
tion tasks. The performance of SMO classifiers can
vary significantly with variation in parameters of the
models. During training we experimented with dif-
ferent parameters and kernels and for each kernel we
built models for several combinations of the parame-
ters, with the Puk kernel performing better than the
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Figure 3: Images from the athletics domain corresponding to the following classes: (a) Discus, (b) Hammer, (c)
High Jump, (d) Hurdles, (e) Javelin, (f) Long Jump, (g) Running, (h) Triple Jump.

others.

3 Low Level Feature Extraction

Among the possible low level features that can be ex-
tracted from an image, we have chosen to use and
compare the MPEG-7 and HOG.

3.1 MPEG-7 features

MPEG-7 visual descriptors include the color, texture
and shape descriptor. A total of 22 different features
are included, nine for color, eight for texture and five
for shape. The dominant color features include color
value, percentage and variance and require especially
designed metrics for similarity matching. Further-
more, their length is not known a priori since they
are image dependent (for example an image may be
composed from a single color whereas others vary in
color distribution). The previously mentioned diffi-
culties cannot be easily handled in machine learning
schemes, therefore we decided to exclude these fea-
tures for the current experimentation. The texture
browsing features (regularity, direction, scale) have
not been included in the description vectors since in
the current implementation of the MPEG-7 experi-
mentation model [10] the corresponding descriptor
cannot be reliably computed (it is a known bug of
the implementation software). The scalable color and

shape descriptor features have been also excluded be-
cause vary depending on the form of an input object
and can not be used for the holistic image description.
Among all MPEG-7 descriptors only the Color Lay-
out (CL), Color Structure (CS), Edge Histogram (EH)
and Homogenous Texture (HT) descriptors are used in
our experiments.

3.2 Histogram of Gradients Features

The HOG features exploit the idea that local object
appearance can be described by the distribution of in-
tensity gradients or edge directions. The image is di-
vided into small connected regions, called cells. For
each cell, a histogram of gradient directions or edge
orientations within this cell is compiled. For the im-
plementation of HOG, each pixel within the cell casts
a weighted vote for an orientation-based histogram
channel. For the current study we have used the imple-
mentation proposed in [11] with the aid of 25 rectan-
gular cells and 9 bins histogram per cell. The 25 his-
tograms with 9 bins were then concatenated to make
a 225-dimensional feature vector.

4 Experimental Results and Discus-
sion

We used the dataset and keyword modelling process
described in Section 2 to examine the performance
and effectiveness of the created visual models. The
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Figure 4: TPR (%) per class using MPEG-7 and HOG
features.

basic aim of our experimental study was to investigate
if crowdsourcing annotations can be used to create vi-
sual models. In addition, we compared the classifica-
tion efficiency using the MPEG-7 and HOG features.
We considered two metrics to estimate the effective-
ness of the created visual models: the Total Positive
Rate (TPR), which indicates the accuracy of correctly
classified instances in the corresponding classes and,
the Accuracy Rate (ACC), which is defined as the sum
of true positives and true negatives divided by the to-
tal number of instances. For the models created us-
ing MPEG-7 features the TPR metric gave an aver-
age value of 69.35% and the average ACC metric had
value of 71.25%. The corresponding values for the
models created using HOG were 73.93% and 73.13%,
respectively. As a consequence, the average Error
Rate (ERR), which is defined as the incorrectly clas-
sified instances, is less than 30% for all experiments.
Figures 4 and 5 summarize the TPR and ACC met-
rics for all classes using MPEG-7 and HOG features.
Although nearly all models are able to classify the
images into the corresponding classes, the worst effi-
ciency is perceived when testing the “Javelin” model.
This may happens because the content of images be-
long to “Javelin” has many similarities with the con-
tent of images belong to other keywords. Considering
the classification efficiency of the low level features,
it is evident from Table 1 that HOG are more reliable
than MPEG-7 having the highest values for average
TPR and ACC metrics.

Table 1: Average values for the used classification
metrics.

Features TPR (%) ACC(%) ERR(%)

MPEG-7 69.35 71.25 28.75
HOG 73.93 73.13 26.87

Figure 5: ACC (%) per class using MPEG-7 and HOG
features.

5 Conclusions and Future Work
In the current study we tried to model the view of sev-
eral annotators on tagging images related to the ath-
letics domain. Specifically, 8 different keywords were
modelled using low level features and the SMO clas-
sifier with the aid of the Weka tool. The experimental
results show that nearly all created models can accu-
rately classify the images into the 8 classes. There
is a significant variation on the efficiency of the vari-
ous features with the HOG having the highest perfor-
mance. Our future work includes the investigation on
larger and different datasets, experimentation of ad-
ditional training algorithms and other classifications
schemes. In addition, the performance accuracy of
more low level features will be examined.
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