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Abstract: - Temporal data mining refers time series data points recorded along with the time which they were 

observed.  Time series is a sequence of data points collected at equal time interval for each point.  We apply 

temporal data mining approaches to data center.  A data center chillers management system is studied, planned 

and designed.  In this study, we explore the 2 modules of the system: 1) chillers fault detection module and 2) 

chillers lifetime prediction or time for maintenance module.  We propose temporal data mining approaches to 

solve 1) change point detection and 2) motif mining problems in the said system.  The temporal data mining 

approaches are important to predict the chillers fault, usage lifetime and time for maintenance.  They are also 

the main objectives of this chillers management system.  This paper also illustrates the architecture and the 

framework of the data center chillers management system.  It aims to justify the data center chillers 

management system from the information technology perspective. 

 

Key-Words: - temporal data mining, chance point detection, motif mining, cost optimization, equipments fault 

management and equipments usage lifetime and time for maintenance management.   

 

1 Introduction 
 

Data center consists IT Equipments (servers, 

storage, networking) which are fitted in racks and 

they are arranged in rows.  A large data center may 

contain a maximum of thousand of racks in a few 

thousands square feet space.  Figure 1 shows the 

typical cooling infrastructure in a data centre.  The 

energy dissipated from the IT equipments needs to 

be cooling down by having the Computer Room Air 

Conditioning (CRAC) units.  The CRAC colds the 

exhaust hot air from the IT Equipments racks.  The 

numbers of chillers form the CRAC.  The chillers’ 

working condition is significant affecting the data 

center cooling process.           

Time series is a collection of data points with equal 

interval time for each pair of data points.  In our 

study, we use time series datasets which is collected 

from a 70,000 square feet data center with 2000 

racks of IT equipment.  The temporal data mining 

tasks includes temporal data characterization and 

comparison, temporal clustering analysis, temporal 

classification, temporal association rules, temporal 

pattern analysis, and temporal prediction and trend 

analysis.   

Change point detection is used to detect the obvious 

sudden change of the magnitude from a sequence of 

stable valued data points.  Change point detection is 

also use to monitor the room temperature of the data 

center.  When there is a faulty or shut down status 

for any instrument, a change point is detected.  The 

room temperature will change to much higher 

temperature.   

Motif mining says mining the collection of patterns 

in an interval time called motif.  The motif indicates 

the temperature routine in certain period of time.  

The motif is useful for room temperature monitoring 

and it is good to predict the optimal resources usage 

in a period of time.   

The change point detection and motif mining are 

important to predict the equipments fault and 

devices lifetime or time for maintenance module.  

They help in budgeting the instruments turn over.  

Also, they are the interesting problems to be solved 

for operation cost deduction of data centre. 
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In this paper, first, we will discuss a data center 

chillers management system with temporal data 

mining approaches and green design 

implementation.  We focus on 2 modules: 1) chillers 

fault detection module and 2) chillers lifetime 

prediction or time for maintenance module.  We 

justify the 2 modules from information technology 

perspective, i.e. applying temporal data mining 

approaches to solve change point detection and 

motif mining problems.  

Fig 1: Typical Cooling Infrastructure in a Data 

Centre [18] 

 

 

2 Data Center 

 
Data center are rows of IT Equipment (servers, 

storage, networking) in racks.  A data center with 

thousand of racks in several thousand of square feet 

space is considered as a large data center.  Our study 

focus at large data center or high tier data center 

with chillers facilities.  Chillers are the basic 

working units in Computer Room Air Conditioning 

(CRAC) units.  The CRAC colds the hot air from 

the IT equipments racks.   A CRA has many 

chillers.  The numbers of chillers required in a data 

center depends on the size and thermal density of a 

data center.  The chillers’ working condition is 

significant affecting the thermal management for a 

data center.           

 

 

3 Data Center Chillers Management 

System Overview 
 

We propose data center chillers management system 

with data mining approaches and green design 

implementation.  It contains 2 modules: 1) chillers 

fault detection module and 2) chillers lifetime 

prediction or time for maintenance module. 

 

Chillers fault detection module identifies the chillers 

operation patterns for failure and predict chillers 

fault.  It helps in doing chillers management 

contingency planning.  It ensures no chillers 

operation shut down.       

 

Chillers lifetime prediction or time for maintenance 

module detects the optimal operating period or 

duration for chillers.  This module eases the data 

center operators in decision making for new chillers 

purchasing or replacement or time for maintenance.  

It aims to ensure no chillers operation shut down.       

 

  

3.1 Information Technology Perspective 
 

We use temporal data mining approaches and green 

design implementation to solve change point 

detection and motif mining problems which enables 

chillers fault detection and lifetime prediction or 

time for maintenance.    

 

3.1.1 Temporal Data Mining  

Temporal data mining is application of data mining 

techniques in time series datasets.  Temporal data 

characterization and comparison, temporal 

clustering analysis, temporal classification, temporal 

association rules, temporal pattern analysis, and 

temporal prediction and trend analysis are temporal 

data mining properties.        

Temporal association rule mining shows attributes 

value conditions that occur frequently in a given 

time series dataset.  It finds associations 

relationships among large set of data items.  It 

identifies collections of data attributes that are 

statistically related.    

Classification, estimation, prediction, unsupervised 

clustering, and market basket analysis are data 

mining strategies [8].  Classification and estimation 

strategies generalize current outcome from building 

models to predict future outcome.  Classification 
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strategy has categorical output and the estimation 

strategy has a numeric outcome. 

            

Temporal prediction, temporal classification, 

temporal clustering, temporal search and retrieval 

and temporal pattern discovery are the temporal data 

mining tasks [3].  Temporal prediction has to do 

with forecasting future values of time series based 

on its past projected values.  A predictive model is 

build to forecast the next appearance of pattern in a 

sequence of symbols or the projected values from 

the existing values/ datasets.  Some examples of 

temporal classification are speech recognition, 

gesture recognition and hand-writing recognition.  

Each new input of the sequence is identified by one 

of the finite classes in temporal classification.  
Temporal clustering is to group a collection of time 

series based on their similarity.  Temporal clustering 

may indicate the clusters for navigation patterns of 

different user groups.  The idea of temporal search 

and retrieval is to find the pattern matches in a time 

series.   

 

3.1.2 Change Point Detection  

 

In statistic framework, change point detection is 

investigated which including CUSUM (cumulative 

sum) [37] and GLR (generalized likelihood ratio) 

[38, 39].  Change point detection detects the change 

of the magnitude from a sequence of data points.  

Yashinobu and Masashi present a novel non-

parametric approach to detecting the change of 

probability distributions of sequence data [3].  They 

provide a change-point detection algorithm based on 

direct density ratio estimation that can computed 

very efficiently in an online manner [3].  Change 

Point Detection discovers time points at which 

properties of time series data change [3].   The 

Change Point Detection indicates the adequate 

models to characterize chiller behavior and also the 

varying interpretations that are attachable to 

multivariate data [9, 10, 11].  Takeuchi and 

Yamanishi identified a change point when a 

significant change of statistical regularity of the 

access patterns has occurred or when a burst of 

outliers has emerged [16].  They created 

ChangeFinder, a unifying framework detects 

outliers and change point detection from non-

stationary time series by a score system with two 

learning processes from AR models and SDAR 

algorithm; first learned for outliers detection and 

second learned for change point detection.  Each 

data point on the basis of learned model is given a 

score [16].  The high scores for data points are 

identified as outlier [16].  The change points are 

detected from those data point scores which 

categorized as moving-averaged scores in time 

series [16].  Jaxk Reeves and members reviewed 

and compared many of the methods which proposed 

to detect undocumented changepoints in climate 

data series [17].  The methods reviewed and 

compared include the standard normal homogeneity 

(SNH) test, Wilcoxon’s nonparametric test, two-

phase regression (TPR) procedures, inhomogeneity 

tests, information criteria procedures and various 

variants thereof [17].  The group showed the 

common trend TPR and Sawa’s Bayes criteria 

procedure seem optimal for most climate series, 

whereas the SNH procedure and its non-parametric 

variant are probably best when trend and periodic 

effects can be diminished by using homogenous 

reference series [17].  Wang, Zhang and Shin 

presented Change-Point Monitoring (CPM) which 

applied a nonparametric Cumulative Sum 

(CUSUM) to detect denial of service (DoS) attacks 

[20].  Yang, Dumont and Ansermino presented a 

change detection scheme based on adaptive Kalman 

filter, an Exponentially Weighted Moving Average 

(EWMA) predictor and CUSUM testing [21].  The 

presented scheme is compared with Trigg’s 

approach [21].  D’Angelo, Palhares, Takahashi and 

Loschi proposed a novel fuzzy/ Bayesian 

methodology for a change point detection in time 

series has been applied to solve the fault detection 

problem in dynamical systems [23].  The proposed 

methodology is based on two-step formulation; 1) a 

fuzzy clustering generates a transformed time series 

with beta distribution; 2) a Metropolis-Hastings 

algorithm is used to detect the probability of the 

change point in the transformed time series [23].  

Singular-spectrum analysis (SSA) evaluates the 

degree of the changes between two consecutive 

sequences using the distance defined based on 

singular spectrums [40]. Subspace identification (SI) 

identifies a subspace in which time series sequences 

are constrained and evaluates the distance of target 

sequences from the subspace.  A recursive subspace 

identification algorithm based on an instrumental 

variable method is used for estimating the subspace 

[41]. One-class support vector machine (ONE) 

interactively compares the support of probability 

densities estimated by one-class support vector 

machine from samples in the reference and test 

intervals [42].  Adams and Mackay introduced 

Bayesian Online Change Point Detection (BOCPD) 

algorithm [43].  Turner did an extending version of 

BOCPD [44, 45, 46].   

 

3.1.3 Motif Mining  
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Motif mining is prescribed as mining the collection 

of repetitive patterns in an interval time called 

motif.  HP Labs in Pala Alto and the Department of 

Computer Science at Virginia Tech identify regions 

of time series progression that demonstrate better/ 

improved sustainability measures than others.  In 

order to understand multivariate time series data 

about chiller utilizations, they seek to identify 

motifs that underlay how different chillers are 

involved in meeting the varying demand posed by 

data centers [9, 10, 11].  The overall goal for Motif 

Mining is to do sustainability characterization for a 

diagnostic tool.  Firstly, transduce the continuous 

multivariate stream into discrete symbol stream 

amendable for processing by episode mining 

algorithm.  Secondly, perform a K-mean clustering 

on those vectors and use the cluster labels as 

symbols to encode the time series to single symbol 

sequence.  Thirdly, do a run-length encoding of the 

sequence symbol and noting where transitions from 

one symbol to another occur.  Frequent episode 

mining is now conducted over that sequence of 
transitions.  The motif mining algorithm is 

deterministic and guarantees finding repeating 

patterns in the discrete domain with a given support 

threshold.  Yu-Feng, Chun-Ping and Jun-Zhou 

proposed an algorithm to discover self-correlation of 

stock price in stock price sequences by firstly search 

for one part of the time series motif using ordinal 

comparison and k-NN clustering algorithm, and 

then attempt to discover the correlation between 

motifs and subsequences connected behind them 

[27].  The experimental results for the proposed 

algorithm are benchmarked with BP neural 

networks and association rules [27].  Keogh, 

Chakrabarti, Pazzani and Mehrotra introduced 

Piecewise Aggregate Approximation (PAA), and it 

is compared with other dimensionality reduction 

techniques such as singular Value Decomposition 

(SVD), the Discrete Fourier transform (DFT), and 

the Discrete Wavelets Transform (DWT) [31].  

Patel, Keogh, Lin and Lonardi introduced an 

efficient algorithm which utilizes Euclidean metrics, 

Minkowski metrics and Dynamic Time Warping to 

discover the non-trivial definition of time series 

motif [32].  Chiu, Keogh and Lonardi introduce an 

algorithm inspired by recent advances in pattern 

discovery in biosequences to mine the motif in time 

series [33].  Castro and Azevedo proposed the 

Multiresolution Motif Discovery in Time Series 

algorithm, Mr.Motif [34].  They defined the motif 

discovery problem as an approximate Top-K 

frequent subsequences discovery problem [34].  

They used the iSAX representation multiresolution 

capability to obtain motifs at different resolutions 

[34]. Mueen, Keogh, Zhu, Cash and Westover have 

introduced the first exact motif search algorithm 

which is faster than brute force search [35].  

                                    

4 Research Methodology 
 

This project uses Software Development Life Cycle 

(SDLC) for data center chillers management 

system’s development.  The waterfall approach 

works on Requirement Phase, Design Phase, 

Implementation Phase, Verification Phase and 

Maintenance Phase.  In requirement phase and 

design phase, we have a few stages.  Stage 1:  

Temporal data mining problem identification and 

stage 2:  Temporal data mining problem 

verification, stage 3: Temporal data mining solution 

experiments and temporal data mining application in 

system development, stage 4: Temporal data mining 

solution testing.  In temporal data mining problem 

identification, we identify 2 problems: 1) change 

point detection and 2) motif mining.   

 

We plan to solve the change-point detection 

problem based on Bayesian machine learning, two-

phase regression (TPR) procedures, adaptive 

Kalman filter, an Exponentially Weighted Moving 

Average (EWMA) predictor and CUSUM testing. 

 

In order to solve the motif mining problem, firstly, 

transduce the continuous multivariate stream into 

discrete symbol stream amendable for processing by 

episode mining algorithm.  Secondly, perform a K-

mean clustering on available vectors and use cluster 

labels as symbols to encode the time series to single 

symbol sequence.  Thirdly, do a run-length 

encoding of the sequence symbol and noting where 

transitions from one symbol to another occur. 

 

 

5 Conclusion 
 

A temporal data mining approaches and green 

design implementation for data center chillers 

management system is studied, planned and 

designed.  In our study, we propose the said system 

with only focusing in 2 modules: 1) chillers fault 

detection module and 2) chillers lifetime prediction 

or time for maintenance module.  We will 

incorporate predictive analytics techniques to solve 

the problems of the system:  1) change point 

detection and 2) motif mining.  We are looking 

forward for a government grant to develop the 

system. 
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