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Abstract - Hilbert Huang transform (HHT) is a relatively new method. It seems to be very promising for the 
different applications in signal processing because it could calculate instantaneous frequency and amplitude 
which is also important for the biomedical signals. HHT consisting of empirical mode decomposition and 
Hilbert spectral analysis, is a newly developed adaptive data analysis method, which has been used extensively 
in biomedical research. Most traditional data processing methodologies are developed under rigorous 
mathematic rules and we pay a price for this strict adherence to mathematical rigor. Therefore, data processing 
has never received the deserved aims as data analysis should, and data processing has never fulfilled its full 
potential - extracting the information hidden in time series. For example, spectral analysis is synonymous 
with Fourier-based analysis but the Fourier spectra can only give meaningful interpretation to linear 
and stationary processes and application to data from nonlinear and nonstationary processes is often 
problematical but the real world is usually nonlinear and non-stationary. In this paper, 3 examples of this 
approach are presented, which demonstrate the usefulness of the method. The paper will serve also for an 
introduction of the method for those who want used this approach in industry, biomedical engineering or in 
other applications. 
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1 Introduction 
Hilbert-Huang Transform [1 - 15] is a time-
frequency technique consisting of two parts, the 
Empirical Mode Decomposition (EMD), and the 
Hilbert Spectral Analysis (HSA). On the first, EMD 
the signal is decomposed into Implicit Mode 
Functions (IMF), putting forward the scale 
characteristics imbedded in the signal. In the second 
part, the Hilbert transform is applied to the IMF, 
yielding a time-frequency representation (Hilbert 
spectrum) for each IMF. 

It is important to notice, that the Hilbert 
transform (HT) can lead to an apparent time-
frequency-energy description of a time series; 
however, this description may not be consistent with 
physically meaningful definitions of instantaneous 
frequency and instantaneous amplitude. The EMD 
can generate components of the time series whose 
HT can lead to physically meaningful definitions of 
these two instantaneous quantities, and hence the 
combination of HT and empirical mode 
decomposition provides a more physically 
meaningful time-frequency- energy description of a 
time series. 

 
An IMF is a function that satisfies two 

conditions: 
 In the whole data set, the number of extrema and 

the number of zero crossings must either be 
equal or differ at most by one. 

 At any point, the mean value of the envelope 
defined by the local maxima and the envelope 
defined by the local minima is zero. 
Unfortunately, most time-series do not meet 

these criteria. At any given time, the data may 
involve more than one oscillatory mode. This is the 
reason why the simple Hilbert transform cannot 
provide the full description of the frequency content 
in general data. Thus, it is necessary to extract the 
oscillatory modes IMF from the data, by means of 
the EMD procedure, which is implemented by an 
algorithm comprising the following steps: 
a) Identify all extrema of x(t) 
b) Interpolate between minima to obtain the upper 
envelope xU(t), and between maxima to obtain the 
lower envelope xL(t) (e.g. Fig. 1). 
c) Calculate the average envelope m(t) 
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d) Extract the intrinsic oscillatory mode  

d(t) = x(t)− m(t)                      (2) 

e) Iterate on the residual m(t). 
In practice, the above procedure has to be refined 

by first iterating steps a) to d) upon the detail signal 
d(t), until the latter can be considered as a zero-
mean signal according to some stopping criterion.  

After a set of iterations (varying within different 
signals) the zero mean is reached and the first mode 
of oscillation is them achieved 

Interpolation in step b) is made usually using 
cubic splines, however other interpolation 
techniques may be applied. The aim of this repeated 
operation is to eliminate the riding waves and to 
achieve more symmetrical wave-profile by 
smoothing the uneven amplitudes. Once this is 
achieved, the detail is considered as the effective 
IMF, the corresponding residual is computed and 
step 5 follows.  

Having obtained the IMF’s components, it is 
possible to apply the Hilbert Transform (HT) to 
each component, to get instantaneous frequency. 
The HT of a real signal x(t) is defined as 

1[ ( )] *H x t x y
tπ

= =    (3) 

or using the convolution definition 

1 ( )( ) xy t P dt
t
τ

π τ

∞

−∞

=
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where P indicates the Cauchy principal value. From 
y(t) it is possible to define the analytical signal 
z(t)=x(t)+iy(t) or, in polar form, z(t) = a(t)eiθ(t) in 
which 

2 2 ( )( ) ( ) ,    ( ) arctan
( )

y ta t x t y t
x t

θ
 

= + =  
 

    (5) 

Where a(t) is instantaneous amplitude and θ(t) is 
instantaneous phase function. Instantaneous 
frequency ω(t) is defined using the instantaneous 
derivation of phase 

( )d t
dt
θω =            (6) 

With both amplitude and frequency being a 
function of time, we can express the amplitude (or 
energy, the square of amplitude) in terms of a 
function of time and frequency, H(ω,t). The 
marginal spectrum can then be defined as 

0

( ) ( , )
T

h H t dtω ω= ∫                     (7) 

where [0, T] is the temporal domain within which 
the data is defined. The marginal spectrum 
represents the accumulated amplitude (energy) over 
the entire data span in a probabilistic sense and 
offers a measure of the total amplitude (or energy) 
contribution from each frequency value, serving as 
an alternative spectrum expression of the data to the 
traditional Fourier spectrum.  

The signal can be written in the form 

1

( )
( ) Re ( ) j
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j
j

i t dt
x t a t e
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Similarly it is possible to achieve a measure of the 
energy of the signal with respect to time, if we 
compute the Instantaneous Energy (IE), defined by 

2( ) ( , )IE t H t d
ω

ω ω= ∫               (8) 

As already reported in the text, the uncritical use 
of Fourier derived techniques may lead to the 
extraction of ambiguous information from the data, 
and in other cases, may lead to failure to extract 
properties and characteristics of the signal. The use 
of HHT allows for a decomposition of the signal 
that resorts to an adaptive set of basis functions. It is 
therefore possible to use HHT without a predefined 
choice of parameters. 
 
 
2  HHT Modulation Signal Example 
In this part, the simple example will shown basic 
properties HHT [16, 17, 18]. An example of 
amplitude modulation signal is shown in Fig. 1. 
Input signal, identified maxima and minima, upper 
and lower envelopes and mean signal are shown. 
The input signal is 

( )1 0.8sin 2 sin 2
6
ty tπ π = ⋅  

 
           (9) 

In Fig. 2 (top), the same signal (9) is used with noise 

2 1y y ν= +                           (10) 

where ν is noise (the normal distribution with mean 
parameter µ = 0 and standard deviation parameter      
σ = 0.07). 

In Fig. 2, the original signal is decomposed into 
first 7 IMF's components (c1 to c7). This first IMF 
(c1) should contain the finest scale or the shortest-
period oscillation in the signal, which can be 
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extracted from the data by  

1 2 1( )r y t c= −                         (11) 

The residue, r1, still contains longer-period 
variations, as shown in Fig. 2. This residual is then 
treated as the new data and subjected to the same 
sifting process as described above to obtain an IMF 
of lower frequency.  

 

 
Fig. 1. The input signal (top) and identified maxima 

and minima (red crosses), upper and lower 
envelopes (dashed lines) and their mean  

(dash-dot line, bottom). 
 

 
Fig. 2. Example of empirical mode decomposition. 

Input signal - with noise (top) and c1 … c7 
components, (high to low frequency). 

The decomposition process finally stops when 
the residue, rn, becomes a monotonic function or a 
function with only one extremum from which no 
more IMF can be extracted.  

The instantaneous frequencies of signal with 
noise are shown in Fig. 3. 

 
Fig. 3. Instantaneous frequencies of signal with 

additional noise. 
 

The continuous wavelet analysis to compute the 
image scalogram of wavelet coefficients is shown in 
Fig. 4. Scalogram shows energy for each wavelet 
coefficient. 

 
Fig. 4. Time-frequency analysis of modulation – 

image scalogram. 
 
 

3  Biomedical Application-1 of HHT 
In this part the two examples of biomedical 

applications of HHT are described. In this, first 
application, the HHT is used for decompose of 
electrocardiographic signal (ECG) [19 - 24]. 
Example of empirical mode decomposition of ECG 
signal with noise (high frequency components and 
baseline wandering) is shown in Fig. 5. Input ECG 
signal is on top and components c1 … c8 are shown 
under. In Fig. 6 and 7, the example of instantaneous 
frequencies of components c2 and c3 are displayed.  

In Fig. 8, the Time-frequency analysis of ECG 
signal – contour scalogram is also shown. 
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Fig. 5. Example of empirical mode decomposition 

of ECG signal. Input signal (top) and c1 … c8 
components, (high to low frequency). 

 

 
Fig. 6. Instantaneous frequencies of component c2 of 

ECG signal. 

 
Fig. 7. Instantaneous frequencies of component c3 of 

ECG signal. 
 

 
Fig. 8. Time-frequency analysis of ECG signal  

– contour scalogram.  
 
4  Biomedical Application-2 of HHT 

The second biomedical application of HHT is 
used for balistocardiographic (BCG) signal. The 
balistocardiography is a noninvasive technique 
developed for recording and analyzing cardiac 
vibratory activity as a measure of cardiac contractile 
performance [25 - 28]. Thus, one may determine the 
force-response of the cardiovascular system to 
changes in external stimuli, as well as the 
autonomous nervous system regulation of the 
circulation and the activity of the sympathetic and 
parasympathetic systems. The basic part of the 
measuring system is a rigid piezoelectric force 
transducer resting on steel chair. The examined 
person sits on the seat placed on the transducer and 
force caused by the cardiovascular activity is a 
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measured (or placing an ultra low-frequency 
acceleration transducer on the sternum of human 
subjects). 

Usually also heart rate (HR) and breathing 
frequency (BF) can be evaluated from BCG signal. 
It is important to note, that amplitude of measured 
signal from sensor is sometimes under 1 mV 
(depend on subject heart activity) and desired 
frequency spectrum is lower then 30 Hz. The 
measured signal is corrupted by strong noise, 
baseline wander, movements of the patient, etc. 
therefore the analog and digital signal processing 
(DSP) must be used for signal denoising (e.g. linear 
analog filter and digital linear and nonlinear filters 
etc.). The time relations between ECG and BCG and 
important points of ECG and QSCG signals are 
shown in Fig. 9. 
 

 
Fig. 9. The important points on ECG (top) and 

related BCG signal (bottom). 
 

The BCG waveform has been divided into three 
groups, labeled with letters: pre-injection (FGH), 
ejection (IJK) and diastolic part of the heart cycle 
(LMN). The waveform of BCG represents the 
different phases of the full cardiac cycle. The peek 
of the H-wave is localized at the end of the 
contraction phase of the hart and the onset of the 
rapid expulsion of the blood from the heart into the 
aorta. The I-wave point reflects the rapid 
acceleration of blood into the ascending aorta, 
pulmonary trunk and carotid arteries. The J-wave 
describes the acceleration of blood in the 
descending and abdominal aorta, and the 
deceleration of blood in the ascending aorta. The I-J 
amplitude reflects the force of contraction of the left 
ventricle, and the I-J interval reflects its 
contractility. In normal people, a repeatable pattern 
of waves occurs with every heartbeat. The example 
of noised BCG signal and its contour scalogram is 
shown in Fig. 10. 

The discrete BCG signal with noise can be 
filtered by digital filter or processed by Fourier 
transform (FT), Wavelet transform (WT) or by 
Hilbert-Huang transform (HHT).  

The scalogram display coefficients on vertical axis 
and time on the horizontal, and plot energy of signal 
as a color map (or color contour in contour 
scalogram). In Fig. 10, the Complex Gaussian 
wavelet function was used. 

 
Fig. 10. The example BCG signal (top) and contour 

scalogram of BCG signal (bottom). 
 
The example of HHT used for QSCG signal is 
shown in Fig. 11, where the time/frequency of the 
signal is calculated. In Fig. 12 (top) the input signal 
is shown and bottom, the HHT decomposition of 
BCG signal into 10 waves are displayed.  

From this decomposition the most important is 
4th signal (from the top) which can be directly used 
for HIJK complex detection of BCG signal (time 
detection).  

 

 
Fig. 11. The HHT - time/frequency of BCG signal. 

Result for non-filtered signal (top)  
frequency∈〈0, 250〉 and for filtered signal (bottom) 

frequency∈〈0, 30〉 (vertical axis). 
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Fig. 12. The input signal (top)  

and HHT - decomposition of BCG signal (others). 
 

For peaks detection the upper local extrema and 
lower local extrema is used, see Fig. 13. where a) is 
input signal, b) lowpass filtered signal, c) filtered 
signal and upper and lower envelopes, d) input 
signal with automatic detection of HIJK complex 
for calculation of systolic force. From this signals, 
the systolic force F and minute cardiac force MF 
can be computed according (1) and (2): 

            F = (FHI + FIJ  + FJK )/3        [N]         (12) 

            MF= F * HR          [N, beats/min]       (13) 

where HR is heart rate and FHI, FIJ, FJK can be 
calculated according Fig. 14. The systolic force F 
represent the force response caused by the heart 
activity and is expressed in units of force [Newton]. 
The systolic force is calculated as mean value for 
fives HIJK complexes. For the total intensity of the 
heart activity is introduced the minute cardiac force 
MF which equals the systolic force multiplied by the 
HR.  

 
Fig. 13. a) is input signal, b) lowpass filtered signal, 
c) filtered signal and upper and lower envelopes, d) 

input signal with automatic detection of HIJK 
complex. 

 

 
Fig. 14. The zoom of c) and d) of Fig. 13. The HIJK 
complex of QSCG signal for calculation of systolic 
force F and minute cardiac force MF. The dash-dot 

line is average envelope. 
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4 Conclusion 
The Hilbert-Huang transform has been shown to be 
effective for characterizing a wide range of 
nonstationary signals in terms of elemental 
components through what has been called the 
empirical mode decomposition. The HHT has been 
utilized extensively despite the absence of a serious 
analytical foundation, as it provides a concise basis 
for the analysis of strongly nonlinear systems.  

In this paper the HHT was shortly described and 
demonstrated on 3 applications. These applications 
include simple telecommunication example 
(amplitude modulation) and 2 examples from 
biomedical engineering, electrocardiography and 
balistocardiography.  

HHT-based analysis methods are widely applied 
to biomedical signals, also for electroencephalogram 
signals, but also for industry and physical signals 
such as earthquake waves, winds, ocean acoustic 
signals. It should be noticed that HHT is promising 
method for signal processing. 
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