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Abstract: - Schools and academic institutions may improve their curricula by checking student’s data and their 

interoperability. Besides that, checking different student attributes may result in acquiring new knowledge for 

future improvements. The challenge of many schools however remains in gathering complete data into a single 

structured database. Working with “in-complete” data, may decrease the reliability of acquired results. In this 

paper students’ success when resulting from real data is compared, with predicted students’ success when data 

mining algorithms are applied. Results show that, even if there is lack of attributes, one may still apply certain 

data mining algorithms over school data to gain knowledge on the mainstream flow. 
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1 Introduction 
Technology is used more than ever in education 

around the world. Kosovo is trying to catch up by 

integrating new technology in education. Primary 

and secondary education in Kosovo is organized in 

public and private institutions and as result of the 

ongoing reform, now the system in use is 5+4+3 

years [1]. Even though, there are a big number of 

students passing through these institutions, student 

data in schools is saved in hand written diaries and 

not in electronic format and the only statistic 

derived from the diaries is the overall student 

success in a class. There are only few schools which 

have started using electronic records for storing 

student and teacher data. But, there is a tendency to 

change this situation and make all data in primary 

and secondary schools, both public and private, 

available in electronic form. That would greatly help 

in gathering information in a centralized database, 

which would result in easy statistical review and 

also in prediction of student success, among other. 

When such a database would become available, one 

might use Educational Data Mining algorithms and 

tools, to predict and also support teachers in their 

everyday work. Besides that, that database would 

help us to better understand the students’ learning 

process and their involvement in it, as well as help 

us find the way to improve the quality of teaching 

and learning in general. 

Many research papers are produced aiming to 

predict students’ performance or other interesting 

facts regarding relation student-school. In [2] 

students are classified according to the features 

gathered from educational system in the web. 

Classification algorithms used in the research 

resulted in highest performance and best accuracy. 

In [3] regression algorithms for predicting student 

grades are used and the M5rules algorithm is 

considered as most appropriate for that research. 

Further in [4], four distinct data mining models 

(decision tree, random forest, neural networks and 

support vector machines) are used. The research 

assessed that in order to have better and more 

accurate results, one need to have more information 

regarding student grades but also background 

information (school related and personal ones – 

family situation) on the student. 

 

 

2 Data mining over school data 
Before describing the process itself, one should 

mention that the most time consuming part of Data 

Mining is dealing with data [5]: finding data as well 

as data preprocessing. Data used in this research 

was found after days of meeting with different 
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institutions and even when that resulted in success, 

still one can argue that data used are not the of the 

highest quality data or do not have enough attributes 

describing them (especially attributes related to their 

family background). According to [6], quality of 

data is substantial but not always can one find 

qualitative data. Reason for that can be the lack of 

suitable databases, loss of data while merging 

databases etc. Lack of suitable databases is the case 

that follows our research, because school had only 

one database with all students’ data: name, date of 

birth, place of birth, class and success per subject 

integrated together.  

Student database, intended to be used in the 

research, had cardinality of 52936, but every student 

success in a subject was written as a single record. 

Besides that, student had five grades per subject 

during a school year (two for the semester and one 

final grade). Due to this all subjects related to a 

certain student had to be gathered, which resulted in 

smaller number of records.  

Preprocessing of data is done in order to have 

more complete data (no attributes missing), to 

eliminate noise data and to be more consistent [7]. 

To achieve that, one most first “clean” its data. 

Method used was ignoring rows that have no data, 

in order not to add data and lose their originality. 

This was seen as the best solution for the specific 

database. Some other possible methods, that were 

not used, would be: a) adding data according to a 

specified “mean value” that would be taken – not 

used by us due to fact that one cannot be familiar 

with reason why data is missing – unless had 

worked with data during its preparation, and if used, 

result could be taken as an assumption, and b) 

putting a constant instead of missing data – not used 

by us due to fact that constant can be taken as a 

common thing between students who possess that 

constant. In some cases, missing data do not impose 

a mistake; just simply there are no data: e.g. data for 

the next semester are missing due to fact that when 

the data were collected, summer semester hasn’t 

started yet. 

Data that contain noise can be removed by using 

few principles: binning – values close to each other 

take same value as their mean value; regression 

and/or clustering. Data used in the research had a 

specific domain (success measured by grade 1 to 5 

or by percentage 0 to 100) so there were no noises 

present. If one would encounter a grade greater than 

5, then it would come to attention immediately that 

it is an inconsistency and that would mean removal 

of the data. 

Maybe one of the most important tasks in 

preprocessing of data, is data integration, that 

because of the possibility of losing specific data. 

According to [8], systems developed today, use 

intercession architecture to achieve their goal: 

gathering information from different sources. In [8], 

LDAP and ontologies are used to integrate XML 

data. This research was fortunate to already have 

data integrated in one database.  

In the end, even if have a well formed and 

structured database with complete data, it is highly 

recommended to use a portion of that data for 

research purposes. In the case of this research, 

specific class of attributes was used according to the 

values that they have. After the preprocessing, the 

database has 201 attributes and the only missing 

data, were data from the next semester. 

Tool used in the process – WEKA [9], was 

chosen due to few of its attributes (graphic interface, 

JAVA implementation, support of a big number of 

Data Mining algorithms) but also due to fact that it 

is free under GNU GPL license.  

 

 

3 Use of data mining prediction 

algorithms 
In the research, two data mining algorithms were 

used: Naïve Bayes and C4.5 algorithm.  Both are 

classification algorithms and the reasons why these 

algorithms were chosen to be used are: our database 

is a mixture of numeric and nonnumeric data; they 

can process more data and have minimum error rate 

compared to other algorithms [5]. Before applying 

these algorithms, one most find the most important 

attributes of the database. For that an algorithm that 

is part of WEKA tool [9] was used. The algorithm is 

called CFS attribute subset evaluator, which will 

evaluate the value of a group of the attributes while 

taking into consideration their prediction ability 

[10].  

 

 
Fig. 1. Attribute selection according to their 

importance 
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In Fig. 1 attributes found and arranged starting from 

first found, since it was used search method called 

Best First are presented. Therefore, resulted data can 

be considered as equally important and one of the 

attributes for the research can be chosen. 

The attribute chosen to use in the research is 

attribute number 77: Eng 2 10n – where extensions 

have following meaning: Eng stands for English 

language, 2 describes that data is part of second 

semester, 10 is for class level (from 1 to 12) and n is 

for final grade (since in the database there exist 

columns for separated grades for the first and 

second semester). 

The chosen attribute is evaluated with two above 

mentioned algorithms: Naïve Bayes and C4.5, and 

that in different ways: by using cross validation 2 

and 10 (same data are divided for training and 

testing) and also training set. Results will be 

compared with real data, gained by separating 

database according grades (1 to 5), shown in Table 

1, and according to groups (group 0 – holding 

student with grades 1 and 2; group 1 holding student 

with grades 3 and 4 and group 2 holding student 

with grades 5), shown in Table 2 and called 

Group012. 

Tables 1 and 2, are a overview of the student but 

also school success.  

After using Naïve Bayes and C4.5 algorithms, 

data gained and presented in Table 3. Table 3 shows 

that when using Naïve Bayes algorithm, a higher 

percentage of accuracy was found while using 2 fold 

cross validation than 10 fold cross validation, and it 

is the contrary when using C4.5 algorithm. The C4.5 

algorithm using cross validation 10 fold, resulted 

more successful, with 100 % accuracy. Maybe this 

result is dedicated to algorithm C4.5 because it has 

the best results in cases when attributes are not 

related one to another [8]. 

 

Table 1. Dividing students by grades 1 to 5 

Grade Nr. of student Percentage 

1 2 0.73 % 

2 17 6.23 % 

3 36 13.18 % 

4 87 31.87 % 

5 131 47.99 % 

 

Table 2. Dividing students by Group012 

Group012 Nr. of student Percentage 

0 19 7% 

1 123 45% 

2 131 48% 

 

 

Table 3. Algorithms used on database 

Used algorithm Grades 1 to 5 
Group012  

(1 and 2, 3 and 4, and 5) 

Naive Bayes training set 87.91% 86.45% 

Naive Bayes cross validation 2 fold 65.90% 76.56% 

Naive Bayes cross validation 10 fold 64.48% 75.09% 

C4.5 training set 94.14% 100% 

C4.5 cross validation 2 fold 71.80% 99.30% 

C4.5 cross validation 10 fold 82.05% 100% 

 

The results have shown that even though there is 

considered not such a good correlation between 

attributes, still one can use data mining algorithms 

to classify and predict student success. Table 3 

shows that dividing students in three groups will get 

better results and it suggests that dividing students 

only in two groups (pass or fail) should result in 

even a better approximation to real results. Better 

results would be possible, if the database itself was 

more complete, which will be future domain – 

securing a more complete student database to mine 

and also dividing students according to pass or fail 

prediction. 

Fig 2 visualizes the accuracy of the algorithms 

used in the student database, both when all grades 
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are separately considered (grades 1 to 5) as well as when grades’ grouping (i.e. Group012) are used. 
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Fig. 2. Accuracy using data mining algorithms for students based on all grades and grouped grades 

 

4 Conclusion 
Data mining over school data is generally a very 

complicated and time consuming process but the 

most time consuming part of it is finding data. Even 

in case that the data are found and made available, 

there is still no guarantee that those sound and 

complete. However, even with not as complete data 

as expected, one may still get an overview of 

general data flow and their tendencies. In our 

research, the C4.5 algorithm has shown to perform 

best for predicting students’ success, but that 

doesn’t mean that it would remain the same if data 

were more complete and the database would provide 

more attributes. As a future work, one needs to find 

a more complete database (maybe filled with data 

gathered from eventual questionnaires) and then by 

using the same or different data mining algorithms 

as used in this paper, try to compare results of a 

complete and less complete database. 
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