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Abstract: - The purpose of this paper is to present a comprehensive study of latest and most famous facial 

features extraction techniques and as well as classification techniques. We studied these techniques in two 

different perspectives; one is spatial domain and other is frequency domain. We found many advantages and 

disadvantages of each technique inside one domain and as well in between different domains. We observed that 

Local Binary Pattern is a new technique and now it is becoming very famous technique in spatial domain. LBP 

simply knows about micro patterns using the comparison with neighbour pixel grey scale values. Lot of work 

on LBP has yielded its different extensions which have optimized the base concept of LBP operator. Frequency 

domain covers the techniques which transform images into frequency domain and use either cosine or sine 

waves to extract the facial features. This method is a very strong and precise that only two to three features 

have the ability to describe the facial expressions. We have also studied different classification techniques in 

domain of facial expressions classification. In most of the solutions classification is done through KNN 

classifier. K Nearest Neighbour is a successful and non-parametric technique of machine learning in supervised 

learning techniques. 
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1 Introduction 

Automated process of facial features extraction 

forwards with the steps of image normalization, 

noise removal and finally facial features extraction. 

There have been a lot of research work done in this 

area and still number of researches going on to 

optimize and to increase efficiency of existing 

techniques which has resulted many new techniques 

but still it is very challenging and complex research 

area due to variant conditions of facial images like 

presence of large number of variations in facial 

expressions itself, facial details, face poses and 

illumination conditions. Extraction of precise, useful 

and important facial features are very helpful in 

increasing the efficiency of a classifier by 

decreasing the classifier complexity where as 

collection of unimportant and poorly extracted 

features leads to poor classification results and 

create a scenario where a very good classifier cannot 

even perform efficient classification. A number of 

machine learning techniques are available to 

perform classification efficiently in different fields 

but these methods trade off for complexity, 

performance, and time-space consumption due to 

dataset variations, dataset size and dataset density.  

 Human faces have too much diversity due 

to varying facial details from one person to other 

person, and from one region people to another 

region people which makes classification a very 

challenging task. Human facial features are broadly 

categorized into two areas [6]; first are geometric-

based features: shapes and locations of facial micro 

organs like nose, eyebrows, eyes and lips and 

second are surface-based features: face appearances 

changing and skin textures like face wrinkles and 

furrows. Different methods are present for features 

extraction and we will discuss these methods here. 

 

 

2 Literature Review 
 

 

2.1 Local Binary Pattern 
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Local Binary Pattern (LBP) descriptor [1] is an 

efficient facial features extraction method; it 

extracts information from neighbouring pixel values 

and develops histogram of the image. This is a non-

parametric operator and describes the local spatial 

structure of an image. It calculates a bit-code from 

binary derivates of pixels and then finds the 

difference of central pixel with its neighbouring 

pixels, arrange these differences in an ordered form, 

and finally this bits pattern is converted into decimal 

value which is the new LBP code for the central 

pixel. Basic LBP operator works for 3×3 pixels. It is 

described by the following diagram; 

 
 

129 125 199 

120 110 90 

139 119 87 

 

Binary Code: 11100111 

         LBP Code:  231 

1 1 1 

1  0 

1 1 0 

Fig. 1 Basic LBP Operator 

Above figure shows grey scale values of 3×3 pixels 

and LBP code is calculated using the following 

formula. 
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Here cx and cy shows the position of centre pixel, 

ni  
and ci  

are gray scale values of surrounding pixels 

and central pixel respectively. After labelling the 

image with LBP codes, image histogram is 

generated which helps to recognize micro patterns 

in image like eyes, nose and lips etc. 

2.2 Local Binary Pattern Extension  

 One of the LBP extensions [17] is very 

efficient with the concept of circular neighbourhood 

with varying radius and with varying number of 

neighbourhood pixels. 

  (P=8, R= 1.0)     (P=12, R= 1.5)   (P=16, R=2.0) 

Fig. 2 LBP Operator Extension [17] 

This figure shows radius R=1.0, R=1.5, R=2.0 and 

pixels count like P=8, P=12, P=16. This form can be 

represented by the following formula; 
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Here 
jg and cg represents the neighbourhood pixels 

and central pixel respectively. 

 

Fig. 3 Small regions of face are used to extract 

histograms which are then concatenated into a 

single histogram to show complete face feature 

histogram. 

LBP codes for small regions are calculated to 

construct histograms which are combined to show 

global histogram. The circular results show different 

micro patterns of facial image like spot, line end and 

edge etc. 

 
      Spot         Flat     Line End    Edge     Corner 

Fig. 4 LBP detectable texture primitives 

Black circles show zeros and white circles show 

ones.  
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2.3 Local Direction Pattern (LDP)  

 LDP [3] uses edge responses of each pixel 

in eight directions, and generates LDP code. Kirsch 

masks are used in eight directions (
0M ~

7
M ) with the 

central pixel position as shown in Fig. 5. 

0M

3 3 5

3 0 5

3 3 5

− − 
 − 
 − − 

 

1M

3 5 5

3 0 5

3 3 3

− 
 − 
 − − − 

 
2M

5 5 5

3 0 3

3 3 3

 
 − − 
 − − − 

 
3M

5 5 3

5 0 3

3 3 3

− 
 − 
 − − − 

 

4M

5 3 3

5 0 3

5 3 3

− − 
 − 
 − − 

 
5M

3 3 3

5 0 3

5 5 3

− − − 
 − 
 − 

 

6M

3 3 3

3 0 3

5 5 5

− − − 
 − − 
  

 

7M

3 3 3

3 0 5

3 5 5

− − − 
 − 
 − 

 

Fig. 5 Kirsch edge response masks in eight 

directions 

Each direction mask M shows edge response of 

pixel in that particular direction but every direction 

response is not equally important because only edge 

or corner which shows high response are important 

for calculating LDP code. This algorithm finds out 

K prominent responding directions and set value as 

1 while remaining 8-k directions are set as 0. An 

example is described in the following figure. 

  

 

 

Index 
7m

 

6m
 

5m
 

4m
 

3m  2m
 

1m  0m  

Value 16

1 

9

7 

16

1 

537 313 97 -503 -393 

Rank 6 7 5 1 4 8 2 3 

Code 
Bit 

0 0 0 1 0 0 1 1 

LPD 

Code 

19 

 

85 32 26 

53 50 10 

60 38 45 

Fig. 6 LDP Code Generation 

Mask values are derived after applying Kirsch 

masks and are placed on masks index 0m ~ 7m . If 

we carefully observe then value (537) has high 

variance and then (-503), and (-393) are showing 

high responses so this method assigns these values 

as 1 and remaining as 0 so the LDP code is 

00010011 which means 163. In this way complete 

image is processed for LDP code and finally face 

micro patterns are described by LDP histograms as 

shown below. 

 

Fig. 7 Facial representation using LDP histogram 

2.4 Local Ternary Pattern 

 LTP is also an extension of LBP operator 

and the difference is in basic LBP operator it has 59 

bins of histogram while in LTP bins are further 

reduced to 24 only which give very good results. As 

in LBP, it also uses the concept of uniform patterns; 

which allows maximum two bit wise transitions in 

code.  It uses the following formula to calculate LTP 

code. 
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Here the central pixel is evaluated against the 8 

neighbours using a thresholdθ . LTP sows grey 

scale values invariance because, similar to LBP, it 

actually uses the difference between grey scale 

values rather than original grey scale values. Let’s 

take an example to calculate LTP. 
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129 125 199 

120 110 90 

139 119 87 

 
 

2 2 2 

2  1 

2 2 0 

 

LTP: 

22102222 

 

Fig. 9 Calculation of LTP Code 

2.5 3D Local Binary Pattern 

 This method [16] uses a different approach 

in comparison with 2D where a central pixel is 

checked against its circular neighbours and in 3D 

the neighbours of central pixel are defined in a 

sphere.  

2.6 Discrete Cosine Transform 

 Discrete Cosine Transform (DCT) uses sine 

functions to transform images into frequency 

domain. It is a famous technique to reduce 

dimensionality and used for image compression 

generally. DCT method selects only sine waves 

from transformed image in frequency domain. The 

following equation is used to calculate DCT 

coefficients C (u, v) of image f (x, y).  
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Discrete Cosine Transform Coefficient Formula

 DCT has very good quality to pack high information 

which makes it very robust for image compressions. 

DCT arranges its coefficients in priority order and 

high significant coefficients are chosen first which 

show high variance, this variance decreases with 

high frequency, so for dimension reduction, we 

usually select low frequency coefficients. 

 

2.6 Machine Learning Techniques: 

 In Local Binary Pattern [2], it uses KNN 

technique to perform classification using Euclidean 

distance from X to Y. Let us suppose that it is m-

dimensional LBP feature vector and the Euclidean 

distance will be as following; 
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 In Local Directional Pattern [4], it uses two 

methods of machine learning techniques; Template 

Matching and Support Vector Machine (SVM). In 

Template Matching, during training stage a template 

for each class is generated using its average 

histogram. It then compares test histogram with 

template histogram for classification. It has used 

weighted chi-square method for similarity measure 

between test & template histogram. The purpose of 

weighted version is to prioritize some face regions 

with high score if those regions contribute more 

towards expression classification like eyes & lips 

got high weights. Chi-square method is as below; 
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Here 
1SLH and 

2SLH are histograms of template 

expression and histogram of test expression 

respectively, i represents region number, j 

represents bin number of i region and iw is the 

associated weight of that region i . 

 In Local Directional Pattern [4], the second 

method used of machine learning is Support Vector 

Machine. It is a supervised learning technique which 

do mapping of data in a higher dimensional feature 

space. It then finds a linear hyper plane with 

maximal margin. This technique is very efficient for 

binary classification but multi-class classification 

can also be achieved by adopting the one-against-

one or one-against-all techniques. 

 In Local Ternary Pattern, a non-parametric 

method known as G statistics (by Sokal & Rohlf) is 

used. A non-parametric is advantageous because 

there is no need to assume about feature 

distribution. Its equation is as below; 

( ) [ ]
1 1

, 2 log log log
B B

b
b b b b b

b bb

S
G S M S s S S S M

M= =

= = −∑ ∑  

Here S is sample distribution & M is model 

distribution. bS & bM are probabilities of bin b in 

sample and model distribution respectively. B 

represents the number of bins in distributions. It 

simply uses nearest neighbour rule to classify 

unknown sample in model distribution. 
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3 Conclusion 
Local Binary Pattern uses KNN with Euclidean 

Distance Method and is Rotation Variant with 256 

histogram bins, 8 neighbours and is crisp operator, 

very powerful and gray-scale invariant. Local 

Binary Pattern Extension uses arbitrary circular 

neighbourhoods and is rotation Invariant and use 

only uniform patterns with large neighbourhood 

radii results in sparse sampling. Concept of uniform 

patterns reduces histogram bins up to 59. Local 

Directional Pattern uses Template Matching & 

Support Vector Machine for classification but Better 

in white noise by Gaussian Noise. Local Ternary 

Pattern uses G Statistics method for classification 

and Rotation Invariant and is Histogram Bins are 24 

with 8 neighbours. 
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