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Abstract: In adaptive control and system identification the self tuning regulator has wide range of applications. Neural network and artificial intelligence have big role in this area. This paper presents adaptive neural network control based on self tuning regulator (STR) scheme. The paper presents neural network block for on line system identification and discrete PID block controller. Analysis for the whole scheme is presented and simulated for different systems. Adequate desired performance is obtained by comparison with the nominal methods for using self tuning regulator.
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1. Introduction

The purpose of adaptive controllers is to adapt control law parameters of control law to the changes of the controlled system. Many types of adaptive controllers are known. In [1] the adaptive self-tuning LQ controller is described. The design and implementation of adaptive linear optimal controller (LQ) based on a pseudo-space model into PLC. For identification of the controlled system an algorithm based on artificial neural network is used. In [2] an adaptive neural network control scheme for thermal power system is described. The online tuning algorithm and neural network architecture are described. The performance of the controller is illustrated via simulation for different changes in process parameters. Performance of neural network controller is compared with conventional proportional-integral control scheme for frequency control in thermal power systems. In [3] neural network adaptive force controller is proposed for a hydraulic system. The dynamic model of this system is highly non-linear and very complex to obtain. The neural network parameters are updated online according to an adaptation algorithm obtained via stability analysis. The performance of the proposed neural network controller is validated on an experimental plant.

In [4] the paper presents adaptive controller with online identification block for brushless dc motor. The paper presents two different neural networks schemes for identification and control for such system. The first scheme is designed to control the rotor angular speed by establish three hidden layer feedforward neural network. The second scheme is designed to control the stator current by using predetermined control law as a function of the estimated states. The second scheme has established three feedforward neural network trained online using Levenberg-Marquardt algorithm. The neural network control strategy adapts to the uncertainties of the motor load dynamics and nonlinearities. System simulation concluded that, neuro controller in conjunction with adaptive control scheme is flexible and reliable which can have wide utilization and application in the real life.

In [5] authors propose a new adaptive control scheme, composed of a neural identifier and a nonlinear controller and applied it to a linear induction motor (LIM). In order to compare the performance of LIM, they use $a-\beta$ and $d-q$ models. A neural identifier of triangular form is proposed for both models as a nonlinear block controllable form (NBC). Then, a reduced order observer is designed in order to estimate measured variables. Learning law for neural network weights ensure that the identification error converges to zero exponentially.

The effect of sampling period on the identification process is very important; it has
big effect on the identification accuracy and stability. It is a kind of trading off i.e. rapid sampling causes a problem of stability and makes advantage of disturbance cancelation and good overshoot. Short sampling causes a problem of aliasing and makes advantage of good numerical stability.

For classical methods of identifications like RLS (recursive least square method) or LSM (least square method), short sampling period done for real time system identification fails even though the disturbance have been taken into account. This fact happens due to the quantization in A/D converter. So, the quantization, noise effect and other nonlinearities accompanied by real planets make online identification more complex than it could be expected. [6, 7] show that a possible solution of this problem is using of an identification method based on neural networks.

The schemes of these types of controller are separated into the two main parts: identification and controller. In this work, identification based on neural network approach is used and the control algorithm is based on self tuning regulator as an adaptive controller using PID controller as an adaptive controller.

2. On-Line Identification

On-line identification of process parameters is the key element in adaptive control. The basic idea of on line identification is to compare the output of estimated system with the output of model during some time. The model is describable as a parameter vector. The aim is to adjust parameter until the model output is similar to the observed system output. The classical Recursive Least Square (RLS) identification method [8] and gradient method compares only actual model output to system output, while the identification method based on neural network approaches compares output over some interval time defined by length of a training set.

Fig. 1 shows the principle of identification of system using neural network. A very fast algorithm for training neural networks is the Levenberg-Marquardt (LM) algorithm. The main idea of on-line identification is that according to the measured input to the identified system $u(t)$ and the corresponding system output $y(t)$ we are able to find the vector of system parameters $\theta$. For computing of the identified system output we can use the linear model in equation (1) which represents the standard form of the actual process (plant).

$$F_m(z^{-1}) = \frac{b_1 z^{-1} b_2 z^{-2} b_3 z^{-3}}{1 + a_1 z^{-1} a_2 z^{-2} a_3 z^{-3}}$$

The above model can be written in vector form as follows, where equation (2) represents the estimated output $\hat{y}(k)$ sample $k$ from the model (neural network) which will be compared with the plant output $y(k)$ at the same sample $k$ and $\varphi(k)$ represents the vector of all inputs and outputs samples for prespecified sampling period, and finally $\theta$ represents the vector of all the plant parameters which is needed to be identified.

$$\hat{y}(k) = \varphi(k)\theta(k)$$

Where $\varphi(k) = [u(k - \ell) ... u(k - 1 - n\ell) - y(k - \ell) ... - y(k - 1 - n\ell)]^T$ (3) is the vector of measured inputs and outputs and $\theta(k) = [b_1(k) ... b_m(k) a_1(k) ... a_n(k)]^T$ (4) is the vector of estimated system parameters and $k$ denotes discrete time.

As it has been mentioned above, the Levenberg–Marquardt [7] method can be used for training of the neural network. The new vector of parameters is in each step given by equation (5).

$$\theta(k + 1) = \theta(k) - (J^T + \lambda I)^{-1} J^T \epsilon(k)$$

Where $J$ is the jacobian matrix as shown in equation (6).
\[
J = \begin{bmatrix}
\frac{\partial \mathbf{q}}{\partial w_1} & \cdots & \frac{\partial \mathbf{q}}{\partial w_j} \\
\vdots & \ddots & \vdots \\
\frac{\partial \mathbf{q}}{\partial w_1} & \cdots & \frac{\partial \mathbf{q}}{\partial w_j}
\end{bmatrix}
\]  
(6)

\[
\mathbf{\epsilon}(k) = y(k) - \hat{y}^*(k)
\]  
(7)

Where \( \mathbf{\epsilon} \) is the vector of errors, it measures the difference between the output of the system and the output of the model for all training sets. The parameter \( i \) denotes the number of training patterns and \( j \) denotes the number of estimated parameters.

One of the most important reasons why neural network approach, when used as an identification block, is preferable than the RLS and LSM approaches is that, it can adapt itself for different systems orders and even for nonlinearity which could be included in some systems which leads to better controller performance i.e. the controller could be more reliable and faster.

### 3. Simulation Results Of On-Line Identification

The Recurrent neural network with tap delay is chosen and implemented using MATLAB neural network toolbox, the network could be designated in different ways, many assumptions exits in the literature [9,10] for the number of hidden layers, number of neurons in each layer and type of activation function for each layer. Fig. 1 shows schematic diagram for the recurrent neural network for single input, single output system with delays on each. Initially, the training input vectors and target vectors of the recurrent network have been found from many simulation results for the original plant model represented in equation (1). The network has been designed with input bias at each neuron; the gain and the system stability have been checked and designed during the training process. The neural network has been trained and checked for specified accuracy during the off-line mode.

From the description above, the implementation of the neural network system identification block consists of just iterating the five equations (2 to 7) at every time instant \( k \), that is described as in Fig. 1., where \( \mathbf{\epsilon} \) is the chosen measured error (required accuracy). The properties of the forgetting factor \( \lambda \) and its big effect on the RLS algorithm accuracy speed and even convergence to the right values of the estimated parameters has taken a lot of concentration and studies previously, these studies are summarized and presented in [8]. Where, most of authors, used to choose descent random value for \( \lambda \) in the range of (0-1), by experience authors conclude that choosing high value for \( \lambda \) (closet to 1) yields to slowest speed (but provide the best robustness toward noise) and decreasing values of \( \lambda \) result in increasing speed of parameter convergence at the expense of increased noise influence. In [8], the author presented new algorithm called adaptive RLS, to choose the optimum value of \( \lambda \) which give the best convergence to the system parameters. This algorithm has been used and implemented in our work for on-line identification.

Intensive simulation has been done using MATLAB, for the RLS algorithm. The simulation has been done for different processes have different orders such as the process shown in equation (1).

The simulation has been rerun for different values of \( \lambda \) and every time the simulation shows the estimated parameters and the instantaneous error. The optimum value for \( \lambda \) is (0.53) which shows robust convergence of the estimated parameters to their right values and zero error at the iteration number 200.

Fig. 2 shows the system identification results during on-line mode for random input for both original system (plant) and neural network system identification block. It is clear that the neural network output is very close to the plant output which means small accepted error.

Fig. 3 shows the error signal between the plant output and the neural network system identification block output during on-line mode for random. As shown the error signal tends to zero value after 20 input. This means small accepted value.

The neural network block has been tested for another input to make sure of its accuracy and performance. Fig. 4 shows the system identification results during on-line mode for sinusoidal input for both original system (plant model) and neural network system...
identification block. It is clear that the neural network output is very close to the plant output which means small accepted error.

![Fig. 2 neural network system identification for random input](image)

![Fig. 3 Error for random input](image)

![Fig. 4 neural network system identification for sinusoidal input](image)

4. **Adaptive Control**

   The idea of adaptive controllers (self-tuning controller’s scheme STR) is to combine an on-line identification with on-line control law synthesis. Many of control law synthesis approaches are based on two methods – pole placement and inversion of dynamics. Both of the methods are numerically sensitive to the good estimation of the plant.

   The requirement for correctly computed system parameters vector $\theta$ is not often fulfilled during controlling of real system with a higher order. Therefore, we use simple synthesis based on modified Zeigler–Nichole method. The basic architecture of adaptive controller (STR) we discussed is shown in Fig. 5.

   The system (adaptive PID controller based on STR scheme, with neural network identification block) presents adaptive PID controller designed using Zeigler–Nichole method.

   ![Fig. 5 Block diagram of Recursive parameter estimate](image)

![Fig. 6 the characteristics points used for a tuning of the adaptive heuristics controller based on modified Ziegler-Nichols open loop method](image)
The step response generator generates the sequence $Y_R$ of a step response of the estimated model $\theta$. Then, the state machine finds characteristic points $T_{10\%}$, $T_{90\%}$ and $Y_{100\%}$ in the sequence $Y_R$ Fig. 6. These values are used to design PID discrete controller according to [9,11]. As shown in equations (8, 9).

$$L = 0.8 \times T_{0.0\%}, \quad R = \frac{Y_{100\%}}{T_{90\%}} \times L$$

$$K_p = \frac{0.8}{R \times L}, \quad T_I = 3 \times L, \quad T_D = 0.5 \times L$$

Where $K_p$, $T_I$ and $T_D$ are the parameters that of the PID controller needed to find the PID gain.

5. Simulation Results

From the description above, the implementation of the adaptive PID controller based on neural network on line identification shown in Fig. 5 has been implemented and simulated using MATLAB.

Intensive simulation has been done using MATLAB. The simulation has been done for different plants have different orders follows the standard form shown in equation (1).

The following simulation results have been presented for a plant shown in equation (10)

$$F_{\text{nl}}(z^{-1}) = \frac{b_1}{a_1 + a_2 z^{-1} + a_3 z^{-2} + a_4 z^{-3}}$$

The assumed desired control requirements have been chosen to get 30 sec settling time, critical damping performance (i.e. damping ratio = 1) and zero steady state error for all cases of changing the plant parameters or order.

First the simulation has been run for the following plant parameters ($a_1 = 0.909$, $a_2 = 0.206$, $a_3 = 1$, $b_1 = 0.0909$), Fig. 7 shows the step response for the plant without control (i.e. the PID controller is switched off), the figure shows the plant output versus the time, as shown the output reaches its final value (1) at time 30 sec in a critical damping mode (i.e. zero overshoot), which gives error value of zero%.

Fig. 9 shows the plant step response after the PID controller adapted its parameters to fit the design requirements, the figure shows the plant output versus the time, as shown the output reaches its final value (1) at time 30 sec in a critical damping mode (i.e. zero overshoot), which gives error value of zero%.

![Fig.7 Step response for 2nd order plant without control](image1)

![Fig.8 Error Versus iteration](image2)

![Fig.9 Step response for 2nd order plant with Adaptive PID (STR Scheme) control](image3)
To check the adaptive PID controller system, first, we started to change the plant parameters to the following \(a_1 = 0.909, a_2 = 0.02, a_3 = 1, b_1 = 0.0909\), and then first check the controller performance before adapting its parameters.

Fig. 10 shows the plant step response before the PID controller start adapting its parameters to fit the new changing in the plant parameters (i.e. the neural network block for on line identification is switched off). The figure shows the plant output versus the time, as shown the output reaches its final value (1) at time 36 sec in an under damping mode with overshoot of 35\%, and gives error value of zero\%. So, the comment on this result says that the performance of the PID controller is not bad, but it deviated from the desired design requirements, where the change in the plant parameters was not too large.

Fig. 11 shows the error between the plant output and the neural network output versus the iteration number. As shown the error reaches zero at iteration number 17 which means fast identification which leads to better adaptive control system.

![Fig.10 Step response for 2\textsuperscript{nd} order plant with PID control after changing plant parameters](image)

To continue checking the adaptive PID controller system, second, we started to change the plant order and parameters (i.e. new plant) to the following \(a_1 = 0.909, a_2 = 0.02, a_3 = 1, b_1 = 0.0909\), and then first check the controller performance before adapting its parameters. As shown in Fig. 13, the step response of the plant step response before the PID controller start adapting its parameters to fit the new changing in the plant parameters (i.e. the neural network block for on line identification is switched off). The figure shows the plant output versus the time, as shown the output goes to infinity at time 170 sec which indicates unstable response and gives error value of infinity. So, the comment on this result says that the PID controller has failed to control such system and has to be redesigned to control the new plant, where the plant has been fully changed.

![Fig.12 Step response for 2\textsuperscript{nd} order plant with Adaptive PID (STR Scheme) control after changing plant parameters](image)
So, the first step is to turn on the neural network identification block to start identifying the plant parameters and dominant poles. Fig. 14 shows the error between the plant output and the neural network output versus the iteration number. As shown the error reaches zero at iteration number 19 which means fast identification which leads to better adaptive control system.

![Step Response With Non Adaptive PID Controller](image)

**Fig.13 Step response for 2nd order plant with PID control after changing plant order**

![Error Versus Iterations](image)

**Fig.14 Error Versus iteration after changing plant parameters**

Fig. 15 shows the plant step response after the PID controller adapted its parameters to fit the design requirements, the figure shows the plant output versus the time, as shown the output reaches its final value (1) at time 45 sec in a critical damping mode (i.e. zero overshoot), which gives error value of zero%.

![Step Response With Non Adaptive PID Controller](image)

**Fig.15 Step response for 2nd order plant with Adaptive PID (STR Scheme) control after changing plant order and recovering the PID parameters**

**6. Conclusion**

Adaptive discrete PID controller analysis, as a self tuning regulator scheme, has been presented with artificial neural network as on line system identification in mind. On line system identification block using neural network has been presented. Recurrent neural network type for system identification has been presented and analyzed. Neural network has been designed and trained for identifying plant parameters. Modified zeigler –Nichole method for designing PID controller has been presented and simulated using MATLAB. Analysis for the whole scheme model is presented and simulated using MATLAB for different plants order. The simulation has been done for different cases of changing plant parameters and changing plant order. Adequate desired performance is obtained with the required accuracy and response.
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