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Abstract: The general purpose computation technique on Graphics Processing Unit (GPGPU) has got into the
limelight recently. The authors have proposed the multiple k-nearest neighbor (MkNN) classifier for the tissue
characterization of coronary plaque. Its characterization performance is highly evaluated. The purpose of this
paper is to accelerate the speed of MkNN classifier aiming for it to be actually used in the medical practice. It has
been confirmed that its speed is drastically accelerated enough for the practical use.

Key–Words:Pattern Classification, Pixel Classification, Tissue Characterization, Multiple k-Nearest Neighbor,
GPGPU Technique

1 Introduction

An intravascular ultrasound (IVUS) method [1] is
a tomographic imaging technology, which is often
used for the diagnosis of acute coronary syndromes
(ACS) [2, 3] in the field of cardiology. The IVUS
method provides thousands of two-dimensional cross-
sectional images of plaque in coronary artery. A med-
ical doctor diagnoses the coronary plaque by carefully
observing the B-mode images [4], which are con-
structed by the intravascular ultrasound signals.

In order to realize a precise tissue characteriza-
tion of coronary plaque to support the medical doc-
tors, we have proposed a multiple k-nearest neighbor
(MkNN) classifier [5, 6]. The MkNN classifier classi-
fies coronary plaque pixel by pixel. The MkNN clas-
sifier considers the spatial continuity of distribution
of the data, not only in the feature space but also in
the observation space [5, 6], and thus performs a fine
classification even if the distributions of data for each
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class overlap with each other in the feature space.

However, the MkNN classifier takes too much
time for classification. Therefore, the speed-up of the
MkNN classifier is a supreme order to make it used in
the medical practice.

Recently, the general purpose computation tech-
nique on Graphics Processing Unit (GPGPU) has got
into the limelight in various fields of science and tech-
nology [7]. The calculation performance of the latest
graphics processing unit (GPU) is extremely higher
than that of central processing unit (CPU). More-
over, by using the Compute Unified Device Architec-
ture (CUDA) library supplied by NVIDIA Corpora-
tion [7], it is easy to develop a general purpose pro-
gram processed on GPU with C language.

In this paper, in order to realize a speed up of the
multiple k-nearest neighbor (MkNN) classifier [5, 6],
it is implemented by employing GPGPU technique.
First, we verify its performance using a benchmark
problem. We then apply it to the real tissue characteri-
zation problem of coronary plaque in the IVUS image.
This is our main concern.
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2 MkNN Classifier

Fig.1 shows the pixel classification procedure of the
multiple k-nearest neighbor (MkNN) classifier for an
example of a two-class classification problem. In
Fig.1, the observation space is an observed image, and
the feature vector space consists of the feature vectors
obtained at each pixel of the observed image. In gen-
eral, the feature vectors are calculated usually,e.g.,
by principal component analysis of an image, Fourier
transformation, and so on.

In this paper, for the tissue characterization of
coronary plaque, the feature vectors are calculated by
the Fourier transformation of radio frequency (RF)
signal, which constitutes the IVUS B-mode image [6].
The training feature vectors (prototypes) are fed to the
MkNN classifier in the same manner as to the ordinary
kNN classifier.

Now, suppose that a set ofN pairs{(vn, in);n=
1, · · · , N} are given, wherevn is a training feature
vector which belongs to classin ∈ {1, · · · , C}. C is
the number of classes.

The classification scheme and the procedure of
the MkNN classifier are as follows. That is, in the
MkNN classifier, the classification is carried out for
the feature vector obtained at each pixelp= (x1, x2)
of interest (POI) in the observation space as shown in
Fig. 1. Note thatk represents “the number of neigh-
boring pixelspm of p (POI) in the observation space,”
andk′ represents “the number of training feature vec-
torsum in the feature space corresponding to pixels
pm in the observation space.”

The substantial difference between the ordinary
kNN classifier and the proposed MkNN classifier is as
follows. In the MkNN classifier, not only the training
feature vectors corresponding to the pixel of interestp
(the pixel to be classified) but also those of neighbor-
ing pixelspm of p in the observation space (i.e., on
the image) are used for the classification.

In the MkNN classifier,(k×k′)-nearest training
feature vectors are selected for the training ofp (POI).
Finally, the majority decision considering the class la-
bels of all the selected training feature vectors is made
in order to classifyp (POI). On the other hand, the
ordinary kNN classifier only uses the class labels of
k′-nearest prototypes corresponding top (POI) in the
majority decision making.

The following is a brief description of the proce-
dure of the MkNN classifier.

Step1: Select the neighboring pixels{pm;m =
1, · · · , k} of p (POI) in the observation space.
Calculateum for pm.

Step2: Calculate the Euclidean distances∥vn−um∥

1v

3v

1x

2x

Pixel of Interest

Feature Vector Space

Observation Space 
(Observed Image)

0

0

),( )'(k
mm vuρ1u

mu

},,1;{ kmm L=p
Neighboring k Pixels

ku

p

2v
k’ prototypes are 
chosen for each um

Figure1: Overview of the MkNN classifier.

between eachum and all the training feature vec-
tors{vn;n = 1, · · · , N}.

Step3: The training feature vectorsvn which satisfy
the following condition:

∥vn−um∥ ≤ ρ
(
um,v(k′)

m

)
, (1)

are selected for eachum, wherev(k′)
m is thek′-

th nearest training feature vector aroundum.

ρ(um,v
(k′)
m ) is an Euclidean distance between

um andv(k′)
m in the feature space.

Step4: The feature vector for pixelp in the observa-
tion space is classified into classc as follows:

c = argmax
j

k∑
m=1

N∑
n=1

U(um,vn, in, j), (2)

U =

{
1, ∥vn − um∥ ≤ ρ

(
um,v

(k′)
m

)
andin= j

0, otherwise.

(3)

Eq. (3) is a function for a majority decision making of
a class label.
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In the MkNN classifier, the spatial continuities
both in the observation and feature spaces are utilized
in the procedure ofStep3. That is, in the MkNN
classifier,(k×k′)-nearest training feature vectors are
selected for each feature vector corresponding top
(POI) based on the spatial relationship betweenp and
pm in the observation space. This means that the char-
acteristic of MkNN is to utilize the information on the
spatial continuities in both the observation and feature
spaces. The MkNN classifier thus realizes a fine pixel
classification even for the B-mode image with heavy
noises and/or measuring errors [5, 6].

3 Experiments

3.1 Experimental Conditions
The program codes for GPGPU using CUDA library
[7] are constituted by a host program and a GPU ker-
nel function. The host program consists of the pro-
gram routines for data transfer to GPU and its control
routines. The GPU kernel function consists of the pro-
gram routines to be processed on the GPU.

In the experiments, the MkNN classifier is pro-
grammed in the GPU kernel function. In program-
ming of MkNN classifier, paper [8] is referred, which
describes an implementation of the ordinary kNN
classifier by using GPGPU.

In order to compare the computational costs for
various implementations, the following seven types of
implementations are achieved. Below is a brief expla-
nation of each implementation with an abbreviation
label of each implementation.

• MATLAB: Program described by MATLAB
script

• MATLAB+PCT: Program described by MAT-
LAB script using Parallel Computing Toolbox
(execution in parallel on CPU)

• MATLAB+PCT+BLAS: Program described by
MATLAB script using Parallel Computing Tool-
box, in which Basic Linear Algebra Subpro-
grams (BLAS) library like distance calculation
is performed

• C: Program described by C language

• CBLAS: Program described by C language and
BLAS library

• CUDA: Program described by C language and
CUDA

• CUBLAS: Program described by C language,
CUDA, and CUBLAS（BLAS library optimized
for CUDA)

Table 1: Specification of Tesla C1060 GPU comput-
ing processor board used in the experiments.

PeakProcessing Performance 933[GFLOPs]
Numberof Processor Cores 240

ClockSpeed 1,296[MHz]
MemorySize 4 [GB]
MemoryI/O GDDR3512 [bit]

MemoryClock 800[MHz]

MATLAB is a numerical computation software pro-
duced by Mathworks. MATLAB’s Parallel Comput-
ing Toolbox (PCT) is a library to produce functions
for parallel computing on multi-core CPU. BLAS is
a library for linear algebraic processing with respect
to vectors and matrices. CUBLAS is an optimized
BLAS library for GPGPU [7].

Note that Basic Linear Algebra Subprograms
(BLAS) library like distance calculation in the MAT-
LAB+PCT+BLAS makes the following reduction in
terms of the distance calculation of Eq.(1).

The Euclidian distance between a feature vector
um and a training vectorvm is calculated by∥vn−
um∥2 = vT

nvn−2uT
mvn+uT

mum. Here,uT
mum can

be neglected as an unnecessary term in the evaluation
of distance. Thus, the Euclidian distance between the
feature vector and the training vector can be obtained
only by calculatingvT

nvn−2uT
mvn. In the program

code of the MATLAB+PCT+BLAS, this leads to a big
reduction of calculation.

The computer used in the experiments has In-
tel Core i7 920 2.67GHz (with 4 cores) CPU and
NVIDIA Tesla C1060 GPU computing processor
board．The specification of Tesla C1060 computing
processor board is described in Table 3.1. Operating
system (OS) is Microsoft Windows XP 32-bit. The
GPU kernel function is described by CUDA．MAT-
LAB’s version is 2009b．Compiler of C language is
Microsoft Visual Studio 2008．

3.2 Performance Validation by Using
Randomly-Generated Data Set

For performance validation of GPGPU, an artificially-
generated random data set is used. The feature vector
is 16-dimensional real-valued vector．The number of
classes is 11. The number of the training feature vec-
tors is 3,000. The training feature vectors are sampled
from 11 classes of data set with equal probability.

Under the above conditions, the computational
costs are evaluated for the following 3 cases．
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Figure2: Computational costs versus the number of
data (pixels) to be classified. Experimental condi-
tions:k=9 (3×3), andk′=9．

• Case 1: the number of data (pixels) to be classi-
fied is changed

• Case 2: the number of neighboring data (pixels)
in the data observation space is changed

• Case 3: the number of neighboring vectors in the
feature vector space is changed

The computational cost is evaluated by an average
time of 100 iterations for each case. The parameters
of the MkNN classifier are shown in the captions of
Figs.2, 3 and 4, respectively.

Fig.2 shows the experimental results for case 1
versus the number of data (pixels) to be classified.
In general, the computational cost monotonically in-
creases with the number of data. On the contrary, in
cases with CUDA and CUBLAS, the computational
cost is very small independent of the number of data.
The program using CUBLAS is a little bit faster than
that using CUDA.

In the cases of MATLAB implementations us-
ing PCT, there can be seen sudden drops of compu-
tational cost around 7,000. It is thought that these
are caused by the internal processes of allocation for
parallel processing. Furthermore, in case of MAT-
LAB+PCT+BLAS, there is a missing of result around
10,000. This is because a memory allocation was im-
possible due to a hardware restriction. That is, this
comes from too huge memory area was tried to be
allocated automatically for the parallel processing by
PCT.

Fig.3 shows the experimental results for case 2
versus the number of neighboring data (pixels) in the
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Figure3: Computational costs versus the number of
neighboring data (pixels) in the data observation space
to be classified. Experimental conditions: the number
of data to be classified is 3,000, andk′=9.

data observation space. It can be seen that the compu-
tational cost is independent of the neighboring data.
Those results imply that each implementation method
can process the MkNN classifier in approximately the
same calculation time with the ordinary kNN classi-
fier. It means that the MkNN classifier is an effective
classifier because it can use the information in the data
observation space in approximately the similar calcu-
lation time of the ordinary kNN classifier.

Fig.4 shows the experimental results for case 3
versus the number of neighboring vectors in the fea-
ture vector space. The computational cost is in general
independent of the neighboring data. The programs
using CUDA and CUBLAS are a little bit influenced
by the number of neighboring data. This is because
the sorting algorithm is involved in the MkNN classi-
fier to obtain the neighboring order in the feature vec-
tor space, which is not suitable for parallel processing.
The similar phenomena have been reported in [8].

In all cases, it was confirmed that the classifica-
tion results were not affected in all the experiments
with Tesla C1060, although Tesla C1060 computing
processor board only supports single precision.

3.3 Real Application to Tissue Characteriza-
tion of Coronary Plaque

Here we confirm the performance of the GPGPU tech-
nique applied to the tissue characterization of coro-
nary plaque in the real IVUS image of a patient.

The region of interest (ROI) surrounded by two
white lines in Fig.5(a) is classified into lipid tissue, fi-
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Figure4: Computational costs versus the number of
neighboring vectors in the feature vector space. Ex-
perimental conditions: the number of data to be clas-
sified is 3,000, andk=9(3×3)．

brofatty tissue, and fibrous tissue. In the experiments,
the feature vector obtained at each pixel of a B-mode
image is a power spectrum calculated by the short-
time discrete FFT of a radio frequency (RF) signal in
radial direction [5, 6].

The short-time discrete FFT was carried out by
shifting the window of a size of 32 pixels in depth
direction of a radial line. The feature vector is 17-
dimensional real-valued vector concerning spectrum．
The feature vectors are normalized in the range of
[0, 1]. The number of class is 3. The number of the
training feature vectors is 195. The training feature
vectors are sampled from 3 classes of data sets with
equal probability.

In the experiments, approximately 70,000 sam-
ples (pixels) per IVUS B-mode image are classified.
In case of the MkNN classifier, the number of neigh-
boring data in the feature vector spacek′ is set to be
9, and the number of neighborhood data in the obser-
vation spacek is set to be 9 (3×3).

Table 2 shows the comparison of processing time
by each implementation. In this regard, experimen-
tal result by CUBLAS could not be obtained partly
because memory allocation was impossible due to a
hardware restriction. The calculation time employing
GPGPU (CUDA) is drastically reduced, which is good
enough for a medical practice.

It was also confirmed as in the simulation exper-
iments using artificial data set in section 3.2 that the
classification results were not affected in all the exper-
iments with Tesla C1060, although Tesla C1060 com-

(a)

Fibrofatty

Lipid

Fibrous

(b)

Figure5: Tissue characterization of coronary plaque
in IVUS B-mode image．(a) The area surrounded by
two white lines is a region of interest (ROI) to be
classified. (b)Tissue characterization results by the
MkNN classifier.

puting processor board only supports single precision.
With those experiments, tissue characterization of

coronary plaque by the MkNN classifier has proposed
in [5, 6] reached almost near to the practical use.

4 Conclusion
In this paper, we have implemented the MkNN clas-
sifier, a tissue characterization algorithm for coronary
plaque, by using GPGPU technique. The speed of the
MkNN classifier has been drastically accelerated. The
possibility of the practical use of the tissue characteri-
zation by MkNN classifier has been greatly increased.
Future work is to further reduce the computing time
by using GPU clusters aiming at the real practical use
soon.
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Table 2: Computational cost for each implementation
in classification of IVUS data.

Implementationmethod Calculationtime [sec.]

MATLAB 13.12
MATLAB+PCT 6.00
MATLAB+PCT+BLAS 4.56
C 1.24
CBLAS 0.53
CUDA 0.07
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