Applying Falsity Input to Neural Networks to Solve Single Output Regression Problems
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Abstract: In this paper, both truth and falsity inputs are used to trained neural networks. Falsity input is the complement of the truth input. Two pairs of neural networks are created. The first pair of neural networks are trained using the truth input whereas the second pair of neural networks are trained using the falsity input. Each pair of neural networks are trained to predict degree of truth and degree of falsity outputs based on the truth and falsity targets, respectively. Two novel techniques are proposed based on these two pairs of neural network. We experiment our proposed techniques to three classical benchmark data sets, which are housing, concrete compressive strength, and computer hardware from the UCI machine learning repository. It is found that our proposed techniques improve the prediction performance when compared to backpropagation neural network and complementary neural networks.
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1 Introduction

Neural network is one of the most popular methods used to solve regression problems. Over the past year, neural networks have been used to solve several regression problems such as typhoon losses [13], technical target setting in QFD for Web service systems [17], wheat stripe rust [10], macroscopic water distribution system modeling [15], travel behavior analysis [4], autumn flood season in Danjiangkou reservoir basin [9], and calibration of near-infrared spectra [14].

Neural network is popular since it is found to provide better accuracy results than statistical methods in various problem areas [10, 15, 4, 9, 14, 3, 2]. It is also found to provide better performance when compared to support vector regression (SVR) in many applications such as artificial nose regression problem [12], stock price prediction [6], and water demand prediction [11].

Several techniques have been used to improve the performance of neural network. For example, neural network was integrated with marginalized output weights to provide probabilistic predictions and to improve on the performance of sparse gaussian processes at the same computational cost as the traditional neural networks [8].

In [16], neural network was designed to handle small training sets of high dimension by using a statistically based methodology. In [5], the number of nodes in one-hidden layer feedforward neural network were chosen based on the adaptive stochastic optimization and a linear regression method.

In [7], two implication rules in the truth table were applied to neural networks in order to increase performances of the prediction results. It was found to provide better performance when compared to backpropagation neural network and support vector regression with linear, polynomial, and radial basis function kernels. This technique was named complementary neural networks (CMTNN).

In this paper, our proposed techniques will be created based on the concept of CMTNN. The rest of this paper is organized as follows. Section 2 explains the basic concept of complementary neural network. Section 3 describes the concept of applying falsity input to complementary neural networks to solve single output regression problems. Section 4 describes data sets and results of our experiments. Conclusions and future works are presented in Section 5.
2 Complementary Neural Networks

Complementary neural networks (CMTNN) consist of a pair of neural networks in which both networks have the same parameter values and they are trained using the same truth input. However, one network is trained using the falsity target value instead of the truth target value that is used to train another network. The falsity target value is the complement of the truth target value such as 0.2 and 0.8 for the falsity and the truth target values, respectively. Both networks are created based on the truth table for implication as shown in Table 1.

<table>
<thead>
<tr>
<th>Premise</th>
<th>Conclusion</th>
<th>Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>A → B</td>
</tr>
<tr>
<td>True</td>
<td>True</td>
<td>True</td>
</tr>
<tr>
<td>True</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>False</td>
<td>True</td>
<td>True</td>
</tr>
<tr>
<td>False</td>
<td>False</td>
<td>True</td>
</tr>
</tbody>
</table>

Table 1: Logical implication

Let A and B be the input and the target of neural network, respectively. The training process of CMTNN are considered as the implication “A → B”. The first two implication rules shown in Table 1 are applied to CMTNN. The first implication rule is that if both A and B are true then the inference is true. This rule is applied to the first network. It means that if the network is trained using the truth input and the truth target then we get the truth output. The second implication rule is applied to the second network in which if A is true but B is false then the inference is false. This means that if the network is trained using the truth input and the falsity target then we get the falsity output. Let \( T_{\text{target}} \) and \( F_{\text{target}} \) be the truth and falsity target values. The falsity target value is considered as the complement of the truth target value. It can be computed as \( 1 - T_{\text{target}} \). From these two neural networks, the falsity output should be complement to the truth output.

In the testing phase, let \( T(x_i) \) and \( F(x_i) \) be the truth and falsity output values obtained from the first and the second networks, respectively. Both values are predicted from the input pattern \( x_i; i = 1, 2, 3, ..., n \) where \( n \) is the total number of input patterns in the testing phase. The combined output \( O_1(x_i) \) can be computed as follows.

\[
O_1(x_i) = \frac{T(x_i) + (1 - F(x_i))}{2} \quad (1)
\]

In this paper, this technique is called CMTNN v.1. It was found that the combination of the truth output and the non-falsity output obtained from both network provides better result when compared to backpropagation neural network (BPNN), and support vector regression (SVR) with linear, polynomial, and radial basis function kernels [7].

3 Applying Falsity Input to Complementary Neural Networks

The third implication rule shown in Table 1 is applied to the proposed neural network. If A is false but B is true then the inference is true. This means that if the network is trained using the falsity input and the truth target then we get the truth output. Two novel techniques are proposed and described below.

- CMTNN v.2

Instead of considering the truth and falsity target, only the truth target is used in this technique. However, we consider the truth and falsity input instead. Figure 1 shows CMTNN v.2 in the training phase. Two neural networks having the same architecture and parameter values are trained to predict degree of truth values. The first neural network is trained using the truth input whereas
Figure 3: Complementary Neural Networks v.3 (Training Phase)

The second neural network is trained using the falsity input. This technique conforms to the first and the third implication rules shown in Table 1.

Figure 2 shows CMTNN v.2 in the testing phase. Let \( T_i(x_i) \) and \( T_f(y_i) \) be the truth outputs obtained from the first and the second neural networks, respectively. \( T_i(x_i) \) is the output obtained from the input pattern \( x_i \); \( i = 1, 2, 3, \ldots, n \) where \( n \) is the total number of input patterns in the testing phase. \( T_f(y_i) \) is the output obtained from the input pattern \( y_i \) where \( y_i = 1 - x_i \). In this case, \( y_i \) is considered as another format of \( x_i \). The final output can be computed as follows.

\[
O_2(x_i) = \frac{T_i(x_i) + T_f(y_i)}{2} \tag{2}
\]

CMTNN v.3

Similar to the previous technique, both truth and falsity inputs are applied. In order to improve the performance, the truth input is applied to a pair of neural networks that are trained to predict the truth and falsity outputs. On the other hand, the falsity input is applied to another pair of neural networks that are also trained to predict the truth and falsity output. It can be seen that the first pair of network is CMTNN v.1. All four neural networks have the same architecture and parameter values. Figure 3 shows CMTNN v.3 in the training phase.

Figure 4 shows CMTNN v.3 in the testing phase. Let \( T_{it}(x_i) \) and \( F_{if}(y_i) \) be the truth and falsity outputs obtained from the first and the second neural networks, respectively. Both outputs are obtained from the input pattern \( x_i \); \( i = 1, 2, 3, \ldots, n \) where \( n \) is the total number of input patterns in the testing phase. Let \( T_{if}(y_i) \) and \( F_{ff}(y_i) \) be the truth and falsity outputs obtained from the third and the fourth neural networks, respectively. Both outputs are obtained from the input pattern \( y_i \) where \( y_i = 1 - x_i \). The combined output can be computed as follows.

\[
O_t(x_i) = \frac{T_{it}(x_i) + (1 - F_{if}(y_i))}{2} \tag{3}
\]

\[
O_f(y_i) = \frac{T_{if}(y_i) + (1 - F_{ff}(y_i))}{2} \tag{4}
\]

\[
O_3(x_i) = \frac{O_t(x_i) + O_f(y_i)}{2} \tag{5}
\]

4 Experiments

4.1 Data Sets

In the experiment, we apply three benchmarking UCI data sets [1] to test our proposed technique. These data sets are housing, concrete compressive strength, and computer hardware. Each data set is randomly split into a training set containing 80% of the data and a testing set containing 20% of the data. The characteristics of these data sets are shown in the following table.
Table 2: UCI data sets used in this study

<table>
<thead>
<tr>
<th>Name</th>
<th>Feature type</th>
<th>No. of features</th>
<th>No. of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Housing</td>
<td>numeric</td>
<td>13</td>
<td>506</td>
</tr>
<tr>
<td>Concrete</td>
<td>numeric</td>
<td>8</td>
<td>1030</td>
</tr>
<tr>
<td>Hardware</td>
<td>numeric</td>
<td>6</td>
<td>209</td>
</tr>
</tbody>
</table>

Table 3: The average of mean square error, MSE, (ten folds) obtained from the test data sets

<table>
<thead>
<tr>
<th>Method</th>
<th>Housing</th>
<th>Concrete</th>
<th>Hardware</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPNN</td>
<td>0.030113</td>
<td>0.021595</td>
<td>0.005601</td>
</tr>
<tr>
<td>CMTNN v.1</td>
<td>0.019275</td>
<td>0.017384</td>
<td>0.004377</td>
</tr>
<tr>
<td>CMTNN v.2</td>
<td>0.026364</td>
<td>0.017133</td>
<td>0.004194</td>
</tr>
<tr>
<td>CMTNN v.3</td>
<td>0.018480</td>
<td>0.015225</td>
<td>0.003121</td>
</tr>
</tbody>
</table>

4.2 Experimental Methodology and Results

We apply ten-fold cross validation to each data sets. Four types of feed-forward backpropagation neural networks are created for each fold. The first neural network is trained using the truth input and the truth target to predict the truth output. This network is actually a traditional BPNN. The second neural network is trained using the truth input and the falsity target to predict the falsity output. The third and the fourth neural networks are trained using the falsity input; however, the third network is trained using the truth target whereas the fourth network is trained using the falsity target to predict the truth output and falsity output, respectively.

For each data set, all neural networks are created based on the same architecture and parameter values. The number of input-nodes for each network is equal to the number of input features for each training set. Each network has one hidden layer constituting of \(2^m\) neurons where \(m\) is the number of input features.

For each fold, the first and the second neural networks are applied to CMTNN v.1. The first and the third neural networks are applied to CMTNN v.2. All four neural networks are applied to CMTNN v.3. Table 3 shows results obtained from the test set of housing, concrete, and hardware data. It can be noted that all types of CMTNN provide better results than BPNN. CMTNN v.3 provides the best results for all data sets. Table 4 shows the percent improvement of the proposed CMTNN v.3 compared to other techniques.

Table 4: The percent improvement of the CMTNN v.3 compared to other techniques.

<table>
<thead>
<tr>
<th>Method</th>
<th>CMTNN v.3 (%improvement)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Housing</td>
</tr>
<tr>
<td>BPNN</td>
<td>38.63</td>
</tr>
<tr>
<td>CMTNN v.1</td>
<td>4.12</td>
</tr>
<tr>
<td>CMTNN v.2</td>
<td>29.90</td>
</tr>
</tbody>
</table>

5 Conclusion

Instead of applying only the first two implication rules shown in Table 1 to the process of neural network training, the third implication rule is also applied in this paper. Four neural networks are trained. They conform to those three implication rules in which the first pair of neural networks conform to the first two implication rules whereas the third neural network is created to conform to the third implication rule. However, in order to improve the performance of the third neural network, the fourth neural network is created using the concept of traditional CMTNN to increase performance of the third neural network. Therefore, we have two pairs of neural networks. These two pairs can be considered as two CMTNNs in which the first one is the original CMTNN and the second one is the CMTNN created based on the falsity input. These neural networks contain different combination among the truth and falsity input and output. Hence, diversity in the prediction is increased. Therefore, the result of the ensemble of those four neural networks is found to provide better performance when compared to other techniques. In the future, we will apply our approach to the classification problems.
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