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Abstract: This paper presented an innovative method, combining Complementary Neural Networks (CMTNN)
and Error-Correcting Output Codes (ECOC), to solve multiclass classification problem. CMTNN consist of truth
neural network and falsity neural network created based on truth and falsity information, respectively. In the
experiment, we deal with feed-forward backpropagation neural networks, trained using 10 fold cross-validation
method and classified based on minimum distance. The proposed approach has been tested with three benchmark
problems: balance, vehicle and nursery from the UCI machine learning repository. We found that our approach
provides better performance compared to the existing techniques considering on either CMTNN or ECOC.
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1 Introduction

Classification is one of the most frequently used
in the field of artificial intelligence [17]. A classifi-
cation problem occurs when we need to assign an ob-
ject into a group or class based on its observed proper-
ties. The task of classifying objects into two groups is
known as binary classification whereas the assignment
of an object into one of several classes (more than 2
classes) is called multiclass classification. Classifica-
tion problems appear in several areas such as science,
medicine, industry, and business. In order to solve
this kind of problem, one of the most successful and
popular methods is Neural Networks (NN) [1].

Applications of neural network to classification
have been widely studied. For example, neural net-
works can be considered as data driven self-adaptive
methods, universal functional approximators, and
posterior probabilities estimator [2, 7, 17]. The ef-
fectiveness of neural network classification has been
tested empirically. Neural networks have been suc-
cessfully applied to a variety of real world classifica-
tion problems [15]. In 2008-2010, there are several
academic publications such as in branches of fault de-
tection, medical diagnosis, and bankruptcy prediction
[16, 12, 5]. Although several types of neural networks
can be used for classification purposes [13], our fo-
cus is on the feed-forward neural network since it has

been widely studied and used to solve the classifica-
tion problem. In order to solve multiclass classifica-
tion problems, feed-forward neural network can be in-
tegrated with other techniques such as codeword de-
signs and decoding [6].

In designing code, to avoid non-unique extension
of binary classification to multiclass classification,
four approaches have been suggested: one-against-
all, pairwise comparison, all-at-once classifications,
and Error-Correcting Output Code (ECOC) [8]. Di-
etterich and Bakiri [3] found that applying ECOC to
multiclass learning problems can improve generaliza-
tion capabilities of classification systems. Moreover,
it was found that ECOC can reduce bias and variance
which occur when using decision-tree learning algo-
rithm [9].

In recent years, Complementary Neural Networks
(CMTNN) based on feedforward neural network have
been proposed to deal with both binary and multi-
class classification problems [10, 11]. Instead of con-
sidering only the truth information, CMTNN consid-
ered both truth and falsity information in order to en-
hance the classification results. CMTNN consist of
truth neural network and falsity neural network cre-
ated based on truth and falsity information, respec-
tively. It was found that CMTNN provided better
performance when compared to the traditional feed-

Recent Researches in Applied Computer and Applied Computational Science

ISBN: 978-960-474-281-3 49



forward neural networks [10, 11].
In this paper, we aim to integrate ECOC with

CMTNN to solve multiclass classification problems.
They can be described as follows.

1.1 ECOC for Multiclass Learning Problems
ECOC is an information theoretic concept used

to correct errors when transmitting data in communi-
cation tasks. The idea of these codes is adding some
redundant cases which do not match with any accept-
able solution in the output set. If one of these cases
appears after data is transmitted, the system will re-
alize occurence of the error. Simple set rules used to
form the code depending on the number of class (k)
have been presented which are

• exhaustive codes for3 ≤ k ≤ 7,
• column selection from exhaustive code for8 ≤

k ≤ 11, and
• randomized hill climbing and Bose-Chaudhuri-

Hocquengham (BCH) codes whenk > 11 [4].
In this work, we focus only on the exhaustive

code described in [4]. It can be explained as follows.
For data set havingk classes when3 ≤ k ≤ 7 , a

code of length2k−1 − 1 can be constructed where
class 1 : All strings are one,
class 2 : There are2k−2 zeroes followed by

2k−2 − 1 ones,
class 3 : There are2k−3 zeroes, followed by

2k−3 ones, followed by2k−3 − 1 zeroed, followed by
2k−3 − 1 ones.

...
...

classi : There are alternating runs of2k−i ze-
roes and ones.
For example, whenk = 4; length of code has24−1 −
1 = 7 digits where class 1 is 1111111, class 2 has
24−2 = 4 zeroes and24−2 − 1 = 3 ones, class 3 has
24−3 = 2 zeroes,24−3 = 2 ones,24−3 = 2 zeroes
and 24−3 − 1 = 1 one, and class 4 has24−4 = 1
zeroes,24−4 = 1 ones,24−4 = 1 zeroes,24−4 = 1
one,24−4 = 1 zeroes,24−4 = 1 ones, and24−4 = 1
zeroes; see table 1.

Class Codeword
1 1 1 1 1 1 1 1
2 0 0 0 0 1 1 1
3 0 0 1 1 0 0 1
4 0 1 0 1 0 1 0

Table 1: Exhaustive codes whenk = 4

In our experiment, we compare results obtain-
ing from exhaustive code to the One-Per-Class (OPC)
code. OPC code can be described as follows.

For data set havingk classes, the OPC code of
classi is the codeword withk digits whereith digit
is one and other digits are zero fori = 1, 2, 3, ..., k.
That is,

class 1 has the codeword

k digits︷ ︸︸ ︷
1 0 0 0 0 · · · 0,

class 2 has the codeword 0 1 0 0 0· · · 0,
class 3 has the codeword 0 0 1 0 0· · · 0,

...
classi has the codeword 0· · · 0 1︸︷︷︸

ith digit

0 · · · 0.

The examples of OPC code’s designs fork = 4 are
shown in table 2.

Class Codeword
1 1 0 0 0
2 0 1 0 0
3 0 0 1 0
4 0 0 0 1

Table 2: One per class codes whenk = 4

1.2 Complementary Neural Networks

In order to solve the classification problem using
neural network, on the whole, we deal with binary val-
ues, 0 and 1, representing the truth information. How-
ever, it is not exactly true. Hence, degrees of truth
must be considered. For degree of truth, its value is in
the set[0, 1]. Instead of considering only the truth in-
formation, the complement of the truth which is the
falsity information should also be considered since
the predicted output may not exactly true. Therefore,
the truth neural network and the falsity neural net-
work are created in order to predict the truth output
and the falsity output, respectively. These two output
are predicted in the sense that they should be com-
plement to each other. If both output values are sim-
ilar then it is an indicator that we may have to read-
just parameters of neural networks. The combination
of these two networks is called complementary neu-
ral networks (CMTNN). Both truth and falsity neural
networks are created based on the implication rules
shown in table 3.

Type of NN Input Target Output (Inference)
Truth NN True True True
Falsity NN True False False

Table 3: Implication rules
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Fromthe table, the logical implication “ifX then
Y (X → Y )” is applied. If we know thatX andY
are true, we then get its inference also true. On the
other hand, ifX is true butY is false, then its infer-
ence is false. In the training phase of CMTNN,X and
Y are considered as the input feature and the target
value, respectively. The inference is considered as the
predicted output.

Suppose that we haven patterns, each with
m features, and we want to classify patterns intok
classes. For each pattern, letxi be the input pattern
wherei = 1, 2, 3, ..., n, t(xi) be the truth target value,
f(xi) be the falsity target value,T (xi) be the truth
output value,F (xi) be the falsity output value. The
process of solving multiclass classification using com-
plementary neural networks is shown in figure 1.
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Figure1: Complementary neural networks model

After the input patterns, the truth and falsity tar-
get values are entered, the truth and falsity neural net-
works are trained to predict degrees of truth and fal-
sity output value separately. After that, both trained
networks can be used to predict the unknown input
pattern. The truth and falsity output obtained from
both trained networks can be aggregated to form the
final output which is then classified into one of thek
classes.

2 Proposed Methodologies for Multi-
class Classification

2.1 Data Sets
In the experiments, data sets used to test the pro-

posed multiclass classification model are summarized
in the table 4. All data sets are obtained from UCI
machine learning repository which is publicly avail-
able [14]. They all are of type classification having
number of classes from three to seven with none of
any missing values. Each raw data set is normalized
to numeric form in the set of[0, 1]. Then, data set
will be separated into two parts for training phase and
testing phase using 10-fold average method.

Name Balance Vehicle Nursery
# classes 3 4 5
# features 4 18 8
# samples 625 846 12,960

Table 4: Characteristics of the selected data sets from
the UCI repository

2.2 Classification Model
The classification algorithm is separated into two

parts: training phase and testing phase in which each
phase can be explained as follows.

Let x be a vector ofm features,Ct be a set of
codewords for truth information,Cf be a set of code-
words for falsity information,Dt be a truth training
set andDf be a falsity training set which are denoted
by x = (x1, x2, x3, ..., xm) ∈ X,

Ct = {ct1 , ct2 , ct3 , ..., ctk},
Cf = {cf1 , cf2 , cf3 , ..., cfk

},
Dt = {< x, ct >∈ X × Ct} and
Df = {< x, cf >∈ X × Cf}, respectively.

In training phase, learning algorithm is used by in-
put Dt, constituting of feature vectors and its truth
target codeword vectors, to learn a classifier function
Lt : X → Ct. In the same manner to falsity infor-
mation, the functionLf : X → Cf is obtained using
the input setDf . The process of training phase of
CMTNN model is shown in figure 2.

CMTNN consists of truth neural network (Truth
NN) and falsity neural network (Falsity NN) where
architectures and properties of Truth NN and Falsity
NN are the same. However, the truth NN is trained
from target codeword vectors to predict truth output
but falsity NN is trained from complementary of target
codeword vectors to predict falsity output. In this pa-
per, we focus only on the exhaustive code where3 ≤
k ≤ 7. For example, consider OPC code withk = 3.
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Truth NN Falsity NN

Learned classification
function Lt

Feature vectors                    Feature vectors

  Complementary of target
codeword vectors

Training data
Dt             Df

Learned classification
function Lf

Target codeword
vectors

Figure 2: Training phase for complementary neural
networks model

The target codeword vector isCt = (100, 010, 001)
and its complement isCf = (011, 101, 110).

In testing phase, the rest data set will be used.
Features of a new sample are transferred through the
truth NN and falsity NN basing on the learned clas-
sification function from truth NN and falsity NN, re-
spectively. Then the truth and falsity outputs,T (x)
andF (x), are obtained. The testing phase algorithm
for CMTNN is shown in figure 3.

Truth NN Falsity NN

Truth output

Feature vectors                   Feature vectors

Testing data

Falsity output

Learned classification
function Lt

Learned classification
 function  Lf

Figure 3: Testing phase for complementary neural
networks model

Since the predicted codewordP (x), aggregating
from the truth and falsity output, may not perfectly
match to the predefined class, the decoding method is
required for mappingP (x) → Ct.

2.3 Decoding

Let ct = c1
t c

2
t c

3
t ...c

j
t , cf = c1

fc2
fc3

f ...cj
f ,

T1T2T3...Tj ∈ T (x) andF1F2F3...Fj ∈ F (x) where
j is length of the codeword. The decoding technique
basing on minimum distance is applied and described
below.

For fixed x, find the distanced between output
and each predefined class for CMTNN model as fol-
lowing:

d =
j∑

i=1

|Ti − ci
t|+

j∑

i=1

|Fi − ci
f |.

Note that if we decode on the neural network dealing
only with the truth output, there are only one term in
the right hand side. Then the class with minimum dis-
tance is chosen.

After the predicted class is obtained from decod-
ing, it will be compared to the truth target codeword to
evaluate an efficiency of the proposed method which
is shown in the next topic.

3 Experimental Methodology and
Results

In the experiment, 10 fold cross-validation
method is applied. In each neural network, 2m neu-
rons are created in the hidden layer. The networks are
trained using backpropagation where Mean Squared
Error (MSE) is considered as the objective functions.
Feed-forward backpropagation method is used for
training all the networks 5,000 iterations with a learn-
ing rate of 0.5.

The accurate percentages of classification from
each technique is compared and shown in table 5. This
table is separated into two parts: the first part shows
the results obtained from NN model using OPC code
and exhaustive code. We found that all data sets give
better results when applying exhaustive code. The
second part of table 5 shows the results obtained from
CMTNN in which two types of codeword are also
compared. We found the same consequence to NN
that the exhaustive code provides better performance
when compared to the OPC code. From both parts,
we found that CMTNN gives better results when us-
ing OPC code as a codeword. In addition, in the ex-
haustive code, CMTNN model improves the classifi-
cation performance as compared to NN model for all
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Technique
architecture codeword Balance Vehicle Nursery

NN OPCcode 83.72 56.59 87.95
exhaustive code 89.45 60.17 89.91

CMTNN OPCcode 91.68 68.09 88.04
exhaustive code 92.00 82.62 91.00

Table 5: The percentage of average classification accuracy for the test set obtained by applying different techniques.

Technique Balance Vehicle Nursery
NN with OPC code 9.89 56.60 3.47

NN with exhaustive code 2.85 37.31 1.21
CMTNN with OPC code 0.35 21.34 3.36

Table 6: The percentage of increased average classification accuracy for the test set comparing to the purposed
technique (combining CMTNN with exhaustive code)

data set. Table 6 shows the increased percent accu-
racy of each method comparing to our proposed tech-
nique. Therefore, we can conclude empirically that
the CMTNN model provides better performance than
NN model and ECOC technique gives better results
than OPC code. Moreover, as we desire, the results
obtained from the proposed technique, combination
between CMTNN model and ECOC method, outper-
forms the existing techniques shown in table 5.

4 Conclusion
This paper has applied the CMTNN and exhaus-

tive code to solvek-class classification problems for
3 ≤ k ≤ 7. The proposed method are tested us-
ing three data sets from UCI machine learning repos-
itory database. The results show that our method pro-
vides better accuracy percentage than traditional tech-
niques based on only CMTNN or ECOC where using
the minimum distance as a decoding. In the future,
we will apply our method to multiclass classification
problem withk > 7 and consider other decoding tech-
niques as well.
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