Identifying Patterns in Learner’s Behavior Using Markov Chains and N-gram Models
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Abstract: - The paper aims at the utilization of Markov chains and n-gram models in order to determine common patterns in the learner’s behavior. The patterns represent sequences of units of learning that are visited by various users. The patterns would be used to recommend next units of learning with regard to previously visited units of learning. In this way a novice student might easily navigate through a complex structure of units of learning in a specific domain of interest without prior knowledge of the structure and links between topics.
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1 Introduction
Recent advances in computer technologies directed the attention to personalization of products and services in many areas of everyday life. The education is not an exception. Currently the trend is to strive for more efficient learning by tailoring the learning experience based on the learner’s needs. At the heart of these efforts there is a trend to content adaption or content sequencing in virtual learning environments.

Our approach is based on the identification of common patterns in the sequences in which the units of learning are being navigated by experts or other users. The purpose is to help novice learners to orient in a particular domain of interest without any prior knowledge of the structure and links among various topics and thereby avoid so called cold start problem [2].

The identification of patterns will be first formulated using Markov chain model [9] in which units of learning would represent states and navigation to another unit of learning is the transitions between states. Formulating the problem as Markov chain would enable to answer simple questions like: What is the most probable unit of learning visited in the next step? or What is the probability of visiting a certain unit of learning in n steps?

Using the Markov chain only successive states can be modeled so the patterns would be consists of only two states. In order to identify to find longer sequences the patterns will be modeled as n-grams [8] and the process of their finding elaborated.

2 Related work
There exist various approaches and technologies that are concerned with adaptation of virtual learning environments in general and with content adaptation in particular. Hence, approaches such as data mining [10, 19] multi-agent cooperation [6, 15, 20] knowledge engineering, ontology modeling and reasoning [5, 11, 16] or collaborative filtering [2, 3, 17] are widely used.

There also particular approaches to content sequencing. For example the decision tree techniques were used by Wang [19] to extract automatically the optimal learning sequences of teaching content, as indicated by students’ diverse characteristics, and performances. Hsieh, T.-C., & Wang [10] applies Apriori algorithm and Formal Concept Analysis to build a concept lattice, using keywords extracted from some selected documents. The learning path is then created based on the mutual relationships among documents and both the preference-based and the correlation-based algorithms for recommending the most suitable learning objects.

The problem of identifying frequent patterns or sequences of a certain phenomena in order to predict a future event or determine a certain behavior is fairly common in many areas.
In the field of data mining the approach to finding sequential patterns in huge datasets is called sequential pattern mining \[1, 7\]. The sequential pattern corresponds to the n-gram model. The sequential pattern mining aims at discovering frequent itemsets and determine association rules.

Predicting the future page to be visited is explored also in the clickstream data analysis. In the clickstream analysis the sequence of pages being visited is extended with other characteristics such as the amount of time spent on a given page or the page exposure \[13\].

Further to the above approaches two broad categories called content filtering and collaborative filtering can be discerned in order to adapt the content. The former is based on observing the user behavior and thus determining the user preferences in order to find similar content. The later attempts to find similarities among users, so that to provide them with similar content. In our paper the focus is on the later approach so that the cold start problem is avoided or mitigated.

In our previous study we employed knowledge engineering and ontological modeling to recommend particular topics and resources that might be of interest to the learner while completing a given task. The approach was based on the specification of explicit and inferring the implicit relations among topics (or units of learning) by the teacher or by a domain expert. The major problem in that approach was the necessity to specify the relations in advance while avoiding contradictory assertion by different experts. The automatic identification of patterns in navigation in a given domain would solve the problem.

The automatic identification of patterns using the n-gram model and Markov chain formalism is frequently utilized in the field of natural language processing. The n-gram can be composed of words or letters and can model the statistical distribution in a given language. The nature of the navigation and the sequences of states are in a sense similar, apart from the fact that in the navigation among units of learning there would not be repetitions as common as repetitions of words and letters in a language.

With regards to the approaches used in the data mining it can be noted that although the logic and also objectives are similar, however, in data mining the perspectives is from the point of view of finding rules that can be used to predict another item in a sequence. In our approach the stress is not on finding rules but the particular structures (patterns) and the probability would be used to predict a given occurrence of such a pattern.

3 Pattern identification

The patterns in navigation represent units of learning that are, by a group of learners visited, in sequence. The simplest pattern consists of two units of learning and specifies that there is a high probability that one unit of learning would be visited after the other. Hence, the sequence could be modeled as Markov chain and also as n-gram of units of learning.

The formal representation of the problem is as follows. Visiting a unit of learning in a time \(t\) is considered as being in a state \(s_t\). Being in a \(s_i\) is a random variable. \(S\) represents the sequence of states in an order given by \(t\). Let us assume that the observations of states are independently identically distributed. Thus, the sequence of states \(S = (s_1, s_2, \ldots s_j)\) can be characterized as the joint probability distribution between all its states (random variables).

The probability \(p_{ij}\) is the probability of transition between states \(s_i\) and \(s_j\) (i.e. that the learner moves from state \(s_i\) to the state \(s_j\)). If the state \(s_j\) should be read from state \(s_i\) in time \(t\) the then the probability is computed as follows:

\[
p_{ij}(t) = P(S_{t+1}=j|S_t=i)
\]  

The pattern consisting of \(n\) units of learning will be represented as n-gram model that corresponds to a Markov chain of order \(n-1\) \[8\]. The probability of a certain pattern can be decomposed according to Bayes’ rule into a product of conditional probabilities. Hence, the n-gram model predicts the state \(s_i\) based on \(s_{(i-1)}\), \(s_{(i-2)}\), \(s_{(i-3)}\). Expressed in probability terms \(P(S_i|s_{(i-1)}, s_{(i-2)}, s_{(i-3)})\).

There are several algorithms that can be used to mine for the frequent sequences (patterns, n-grams). A classical one is the Apriori algorithm \[4, 10, 12, 18\]. The Apriori algorithm is based on an antimotone heuristic: if any length \(k\) pattern is not frequent in the database, its length \((k + 1)\) super-pattern can never be frequent \[14\]. Hence, the essential idea of the algorithm is to get k-length pattern that are frequent and then generate a set of candidate patterns of length \(k + 1\) and test their frequency of occurrence. The pattern is extended always with frequent patterns tested in the previous step. Since at the initial step the \(k = 1\) only items that are frequent on its own are considered in further phases. Similarly, the pattern \(P'(1) = \{1,5,7\}\) can be frequent only if patterns \(\{1,5\},\{5,7\},\{1,7\}\) were frequent.
The approach taken in this paper is a adapted and simplified version of an algorithm presented in [1]. Due to Markov property in which the probabilistic behavior of a Markov chain is determined just by the dependencies between successive random variables, the iterative and incremental pattern finding approach was selected. As opposed to Apriori algorithm the approach considers all items (states – to be accurate all seen states) when patterns are extended. The idea is that even though the state or the pattern of states might not be frequent one, it still can be a good predictor for a next state given the relative frequency of transition is high enough.

The core of the approach consists of initial bi-grams (or pattern with \( n = 2 \)) determination followed by iterative search for patterns of size \( n+1 \).

Assuming the data from navigation sessions by experts and advanced users are observed and available. During each session the visits of units of learning of a particular user would be recorded as one sequence of states.

### 3.1 The algorithm description

The problem of finding patterns is then split into the following steps.

**Step 1:** In the initial step the transitions between all successive states will be computed. Assuming there will be a relatively low number of states – approximately around 50 – the transitions can be stored in the probability transition table. In the initial phase the row and columns consists of all possible states so the matrix is \( S' \times S' \). Note that in case of higher or unknown number of states or low number of data from navigation by expert users the matrix might be too sparse and thus other data structures would have be more efficient.

Once the initial step is completed the probability transition table can be used to answer question regarding the probability to reach a state in a specified number of steps given the learner is at a current state.

**Step 2:** Next, based on the computed transitions the most frequent patterns (bi-grams) would be determined. After the initial phase the probability transition matrix would contain all possible transition even those with zero occurrence i.e. those “unseen” ones. However, only patterns (bi-grams) that have the relative frequency higher than a specified threshold or in other terms with minimal support would be selected. The threshold or the minimal support is computed as the relative frequency of the occurrence of a given pattern. Thus the set of patterns \( P' \) with patterns consisting of two states would be created.

**Step 3:** In the next step the set of patterns \( P' \) would be used to create the matrix consisting of patterns and state i.e. \( P' \times S' \). Next the navigation data would be iterated and the transitions from identified patterns to next state will be computed.

In order to consider also states that precede a certain pattern computing the transitions for matrix \( S' \times P' \) would be performed. This computation would be necessary because of the change to a minimal support as the pattern extends (i.e. as the \( n \) gets higher). For instance in a sequence of states \( s_1, s_2, s_3 \) the \( s_2 \) and \( s_3 \) might get the minimal support and create a pattern but \( s_1 \) and \( s_2 \) might not. In the next pass however the minimal support would be lowered and the pattern \( s_2 \) and \( s_3 \) might be extended by the preceding state \( s_1 \) forming the pattern of \( s_1, s_2, s_3 \).

The last two steps will be repeated increasing the length of the patterns (n-grams) until at least one pattern with minimal support is found. In order to improve the efficiency, in each iteration the navigations data that does not contain any pattern of a current size is dropped. However, the count of sessions is kept.

### 3.2 Computing the support

Support is set as the relative frequency (or probability) of a transition between two states or between a pattern and a state. Basically there are two measures that can be used. The obvious way of computing relative frequencies of transitions would be to get the fraction of actual occurrences for a given transition as compared to the total number of transitions from a given state or pattern. Formally, the computation of the frequency \( f \) based on the count of occurrence \( c \) of a given pattern of size \( n \) can be stated as follows:

\[
 f(s_0|s_1, s_2, \ldots s_{n-1}) = \frac{c(s_1 \ldots s_n)}{c(s_1, \ldots s_{n-1})}
\]  

In this way a measure computing the intra-pattern support can be used. The measure computing the inter-pattern support is based on the total number of all transitions. Theoretically, the total number of transitions would be the number of states raised to the power of two. This would however include also so called unseen transitions. Therefore the total number of seen transitions would be computed based on the observed states in session data. The following formula might be used:
\[ TT = SC - (n - 1)NS \]  \hspace{1cm} (3)

where \( TT \) is the total number of transitions; \( SC \) is the count of all the states in all the sessions; \( n \) is the size of the pattern that is being searched in a particular iteration; \( NS \) is the number of sessions considered.

Both measures can be used to specify a threshold which would determine whether a given pattern would be considered in the next iterations.

### 3.3 Identification of subsequences

The steps described above would determine the patterns based on the specified support. However, it might happen that one sequence would contain two or more patterns that would be interrupted by any number of “noise” states. Due to the noise states the patterns would not be united into one pattern using the previously described approach. In order to determine such subsequences the matrix consisting of sessions and patterns \( Q \times P' \) would be constructed (\( Q \) represents the set of sessions). Since it is highly unlikely that a certain unit of learning would be visited many times in one session it could be assumed that each pattern would appear in the sequence only once. Thus the matrix would contain for a given sequence the index of beginning state for a given pattern. The index of a state is zero based. Hence, if for instance the first state of a given pattern is the third state in the sequence 2 is set. If a given pattern is not contained in a particular subsequence -1 is set in that case. Creating matrix like this would enable for sorting the patterns in the sequence according to their appearance in that sequence. For sequences in which more than one pattern where identified the above described algorithm would be used (see section 3.1). However, in this case the patterns of patterns would be determined.

### 4 Conclusion

The approach is going to be experimentally validated on a course consisting of around 35 units of learning and the results will be compared with other approaches, especially with knowledge based approach employing ontological modeling and reasoning.

Regardless, the validation, the efficiency of the approach is burden by many passes through the data. That might represent a problem especially for a large number of states and for longer sequences. The alternative solution to reduce the number of passes would be based on computation of minimal support without knowing the total number of occurrences. Given the minimal support could be set heuristically or experimentally, the patterns of frequent sequences could be determined in one pass.
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