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Abstract: In this paper, a new neural model is presented. Fast Feedforwarded Neural Networks (FFNNs) is integrated with modified recurrent neural networks for powerful estimation. The proposed new model is applied for prediction of power consumption. First, Modified Kohonen’s Neural Networks (MKNNs) are used to facilitate the prediction process because they have the ability for clustering the input space into a number of classes. Therefore it is used for data classification to identify the categories which are essential for the prediction process. The unsupervised process performs the role of front-end data compression. For each category, the supervised learning algorithm LVQ is used for training FFNNs. The operation of FFNNs relies on performing cross correlation in the frequency domain between the input data and the weights of neural networks. Simulation results have shown that the presented integrated neural model is very powerful prediction.
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I. Introduction

A prediction is a statement about the way things will happen in the future, often but not always based on experience or knowledge. While there is much overlap between prediction and forecast, a prediction may be a statement that some outcome is expected, while a forecast may cover a range of possible outcomes. Although guaranteed information about the information is in many cases impossible, prediction is necessary to allow plans to be made about possible developments; Howard H. Stevenson writes that prediction in business "... is at least two things: Important and hard [53]. Prediction is closely related to uncertainty. Reference class forecasting was developed to eliminate or reduce uncertainty in prediction [54].

Outside the rigorous context of science, prediction is often confused with informed guess or opinion. A prediction of this kind might be (inductively) valid if the predictor is a knowledgeable person in the field and is employing sound reasoning and accurate data. Large corporations invest heavily in this kind of activity to help focus attention on possible events, risks and business opportunities, using futurologists. Such work brings together all available past and current data, as a basis to develop reasonable expectations about the future. Predictions have often been made, from antiquity until the present, by using paranormal or supernatural means such as prophecy or by observing omens. Methods including water divining, astrology, numerology, fortune telling, interpretation of dreams, and many other forms of divination, have been used for millennia to attempt to predict the future. These means of prediction have not been substantiated by controlled experiments, and are disputed by most, including scientists and skeptics.

In politics it is common to attempt to predict the outcome of elections via political forecasting techniques (or assess the popularity of politicians) through the use of opinion polls. Prediction games have been used by many corporations and governments to learn about the most likely outcome of future events. Predictions have often been made, from antiquity until the present, by using paranormal or supernatural means such as prophecy or by observing omens. Methods including water divining, astrology, numerology, fortune telling, interpretation of dreams, and many other forms of divination, have been used for millennia to attempt to predict the future. These means of prediction have not been substantiated by controlled experiments, and are disputed by most, including scientists and skeptics.

In science a prediction is a rigorous, often quantitative, statement, forecasting what will happen under specific conditions; for example, if an apple falls from a tree it will be attracted towards the center of the earth by gravity with a specified and constant acceleration. The scientific method is built on testing assertions that are logical consequences of scientific theories. This is done through repeatable experiments or observational studies. A scientific theory whose assertions are contradicted by observations and evidence will be rejected. Notions that make no testable predictions are usually considered not to be part of science (protoscience or nescience) until testable predictions can be made. New theories that generate many new predictions can more easily be
supported or falsified (see predictive power). In some cases the probability of an outcome, rather than a specific outcome, can be predicted, for example in much of quantum physics. Mathematical equations and models, and computer models, are frequently used to describe the past and future behaviour of something. In microprocessors, branch prediction permits avoidance of pipeline emptying at branch instructions. In engineering, possible failure modes are predicted and avoided by correcting the mechanism causing the failure. Accurate prediction and forecasting are very difficult in some areas, such as software reliability, natural disasters, pandemics, demography, population dynamics and meteorology.

Established science makes useful predictions which are considered to be extremely reliable and accurate; for example, eclipses are routinely predicted. New theories make predictions which allow them to be falsified if the predictions are not borne out. For example in the early twentieth century the scientific consensus was that there was an absolute frame of reference, given the name *luminiferous ether*. The famous Michelson-Morley experiment ruled this out, falsifying the idea of an absolute frame and leaving the very counter-intuitive special theory of relativity as the only possibility.

Albert Einstein's theory of general relativity could not easily be tested as it did not produce any effects observable on a terrestrial scale. However, the theory predicted that large masses such as stars would bend light, in contradiction to accepted theory; this was observed in a 1919 eclipse. Mathematical models of stock market behaviour are also unreliable in predicting future behaviour. Consequently, stock investors may anticipate or predict a stock market boom, or fail to anticipate or predict a stock market crash. Some correlation has been seen between actual stock market movements and prediction data from large groups in surveys and prediction games.

An actuary uses actuarial science to assess and predict future business risk, such that the risk(s) can be mitigated. For example, in insurance an actuary would use a life table to predict (true, estimate or compute) life expectancy. In literature, vision and prophecy are literary devices used to present a possible timeline of future events. They can be distinguished by vision referring to what an individual sees happen. The New Testament book of Revelation (Bible) thus uses vision as a literary device in this regard. It is also prophecy or prophetic literature when it is related by an individual in a sermon or other public forum. Fiction (especially fantasy, forecasting and science fiction) often features instances of prediction achieved by unconventional means.

- In fantasy literature, predictions are often obtained through magic or prophecy, sometimes referring back to old traditions. For example, in J. R. R. Tolkien's *The Lord of the Rings*, many of the characters possess an awareness of events extending into the future, sometimes as prophecies, sometimes as more-or-less vague 'feelings'. The character Galadriel, in addition, employs a water "mirror" to show images, sometimes of possible future events.
- In some of Philip K. Dick's stories, mutant humans called *precogs* can foresee the future (ranging from days to years). In the story called *The Golden Man*, an exceptional mutant can predict the future to an indefinite range (presumably up to his death), and thus becomes completely non-human, an animal that follows the predicted paths automatically. Precogs also play an essential role in another of Dick's stories, *The Minority Report*, which was turned into a film by Steven Spielberg in 2002.
- In the *Foundation* series by Isaac Asimov, a mathematician finds out that historical events (up to some detail) can be theoretically modelled using equations, and then spends years trying to put the theory in practice. The new science of psychohistory founded upon his success can simulate history and extrapolate the present into the future.
- In Frank Herbert's sequels to *Dune*, his characters are dealing with the repercussions of being able to see the possible futures and select amongst them. Herbert sees this as a trap of stagnation, and his characters follow a Golden Path out of the trap.
- In Ursula K. Le Guin's *The Left Hand of Darkness*, the humanoid inhabitants of planet Gethen have mastered the art of prophecy and routinely produce data on past, present or future events on request. In this story, this was a minor plot device.

2. Prediction of Power Consumption by using ANNs

Artificial neural network (ANNs) is a mathematical model, which can be set one or more layered and occurred from FFNNs for detecting a certain code in one dimensional serial stream of sequential data were described in [10,27]. Compared with traditional feedforward neural networks (TFNNs), FFNNs based on cross correlation between the tested data and the input weights of neural networks in the frequency domain showed a significant reduction in the number of computation steps required for certain data detection [5-35]. Here, we make use of the theory of FFNNs implemented in the frequency domain to increase the speed of neural networks for prediction of power consumption. The idea of moving the testing process from the time domain to the frequency domain is applied to time delay neural networks. Theoretical and practical results show that the proposed FFNNs are faster than FFNNs.

This paper is organized as follows. Prediction of power consumption by using ANNs is discussed in section 2. The Theory of FFNNs is described in section 3. The proposed approach for prediction is presented in section 4. Finally conclusions are given.
many artificial neural cells. The wide usage of the ANN may be due to the three basic properties:

1. The ability of the ANNs as a parallel processing of the problems, for which if any of the neurons violate the constraints would not affect the overall output of the problem.
2. The ability of the ANNs to extrapolate from historical data to generate forecasts.
3. The successful application of the ANN to solve non-linear problems. The history and theory of the ANN have been described in a large number of published literatures and will not be covered in this paper except for a very brief overview of how neural networks operate.

The ANN computation can be divided into two phases: learning phase and testing phase. The learning phase forms an iterative updating of the synaptic weights based upon the error back propagation algorithm. Back propagation algorithm is generalized of least mean square learning rule, which is an approximation of steepest descent technique. To find the best approximation, multi-layer feed forward neural network architecture with back propagation learning rule is used. A schematic diagram of typical multi-layer feed-forward traditional neural network architecture. The number of neurons in the hidden layer is varied to give the network enough power to solve the forecasting problem. Each neuron computes a weighted sum of the individual inputs \( (I_1, I_2, \ldots, I_l) \) it receives and adding it with a bias \((b)\) to form the net input \((x)\). The bias is included in the neurons to allow the activation function to be offset from zero.

ANNs is a computing system that imitates intelligent behavior and processes information by its dynamic state response to external inputs. The neural network has two processes; learning and classification. There are two types of learning; supervised and unsupervised [1-5]. In the supervised learning process the network is supplied with a pair of patterns, an input pattern and a corresponding target output pattern. In the classification process, the user provides a pattern of system description parameters to the neural network and it returns an estimate of the output pattern. The unsupervised learning’s used for clustering the input space into affinity number of classes represented by the neural network weights vectors. A principal challenge in neural computing is adjusting the set of internal parameters known as weights in order to encode an underlying relation assumed to exist amongst various data sets.

The power consumption (Gas, Electricity, Water) demand is influenced by many factors, such as weather, economic and social activities and different power consumption components (residential, industrial, commercial etc.). By analysis of only historical power consumption data, it is difficult to obtain accurate power consumption demand for prediction. The relation between power consumption demand and the independent variables is complex and it is not always possible to fit the power consumption curve using statistical models [6]. The daily power consumption patterns in the same geographical area have been repeated for the same day type in the same season so, the ANNs approach was proposed for power consumption prediction [7-13].

Sophisticated algorithms more or less rely on presumptions on influences like temperature, humidity, wind speed, cloudiness, and rain. Although most of these information might be taken and updated (automatically) from the statistics applied to recorded data, the underlying power consumption models inherited in power consumption prediction algorithms make traditional approaches inflexible against major changes in the consumer behavior. In order to overcome these problems, AI techniques have been applied to power consumption prediction. The ANNs approach has several key features that make it highly suitable for power consumption prediction [12]. For example,

- It does not require any presumed functional relationship between electric power consumption and other variables such as weather conditions.
- It provides a nonlinear mapping between weather variables and previous power consumption patterns, and electric power consumption with the need for predetermined model.
- It is usually fault tolerant and robust.

ANNs proved to be capable of finding internal representations of interdependencies within raw data not explicitly given or even known by human experts. This typical characteristic together with the simplicity of building and training ANNs and their very short response time encouraged various groups of researchers to apply ANNs to the task of power consumption prediction. Most of the papers [6-13] present feasibility studies carried out at universities or research institutes often in cooperation with utilities. They mainly addresses peak power consumption prediction, total power consumption prediction, and hourly power consumption prediction with lead time from 1 to 48 hours. Typically ANNs map input data to predict the value of power consumption. Therefore, FFNNs are used. It has been proved that these networks are very efficient in many different applications [1-37]. The self-organizing feature map is used by [8] which clusters the prediction data to clusters with similar power consumption profiles. There is no paper describing an ANNs concept coping with the task of e.g. hourly power consumption prediction for all days of the year. In this paper, a generalized approach based on ANNs for prediction process is presented. An Information system that Implement the generalized approach is developed. MKNNs is used for data classification to identify the day classes/types which are essential for prediction processes.

Due to the dynamic nature of hourly power consumptions and differences in power consumption characteristics from region to region, it is required to analysis power consumption data for each region separately and to design suitable neural networks for prediction process for that region. Power consumption analysis is performed to identify the day type/classes of that region. In this work, it is required to collect the effective hourly data of the power system and save them in a dynamic database. Once the database is developed, their information can be update, delete, display, and insert. Also, from database we can identify the day type/classes of daily power consumption patterns using MKNNs.
3. Theory of FFNNs for Prediction

Computing the resulted output; for a certain pattern of information; in the incoming serial data, is a prediction problem. First neural networks are trained to predict the estimated variable and this is done in time domain. In pattern detection phase, each position in the incoming matrix is processed to predicted the estimated variable by using neural networks. At each position in the input one dimensional matrix, each sub-matrix is multiplied by a window of weights, which has the same size as the sub-matrix. The outputs of neurons in the hidden layer are multiplied by the weights of the output layer. Thus, we may conclude that the whole problem is a cross correlation between the incoming serial data and the weights of neurons in the hidden layer. The convolution theorem in mathematical analysis says that a convolution of f with h is identical to the result of the following steps: let F and H be the results of the Fourier Transform of f and h in the frequency domain. Multiply F and H* in the frequency domain point by point and then transform this product into the spatial domain via the inverse Fourier Transform. As a result, these cross correlations can be represented by a product in the frequency domain. Thus, by using cross correlation in the frequency domain, speed up in an order of magnitude can be achieved during the detection process [5.35]. Assume that the size of the attack code is 1xn. In attack detection phase, a sub matrix I of size 1xn (sliding window) is extracted from the tested matrix, which has a size of 1xN. Such sub matrix, which may be an attack code, is fed to the neural network. Let W_i be the matrix of weights between the input sub-matrix and the hidden layer. This vector has a size of 1xn and can be represented as 1xn matrix. The output of hidden neurons h(i) can be calculated as follows [5]:

\[
    h_i = g \left( \sum_{k=1}^{n} W_i(k)l(k) + b_i \right)
\]

(1)

where g is the activation function and b(i) is the bias of each hidden neuron (i). Equation 1 represents the output of each hidden neuron for a particular submatrix I. It can be obtained to the whole input matrix Z as follows [5]:

\[
    h_i(u) = g \left( \sum_{k=-n/2}^{n/2} W_i(k) Z(u+k) + b_i \right)
\]

(2)

Eq. 1 represents a cross correlation operation. Given any two functions f and d, their cross correlation can be obtained by [4]:

\[
    d(x) \odot f(x) = \left\{ \sum_{n=-\infty}^{\infty} f(x+n)d(n) \right\}
\]

(3)

Therefore, Eq. 2 may be written as follows [5]:

\[
    h_i = g \left( W_i \otimes Z + b_i \right)
\]

(4)

where h_i is the output of the hidden neuron (i) and h_i(u) is the activity of the hidden unit (i) when the sliding window is located at position (u) and (u) ∈ [N-n+1].

Now, the above cross correlation can be expressed in terms of one dimensional Fast Fourier Transform as follows [5]:

\[
    W_i \otimes Z = F^{-1}[F(Z) \cdot F(W_i)]
\]

(5)

Hence, by evaluating this cross correlation, a speed up ratio can be obtained comparable to traditional neural networks. Also, the final output of the neural network can be evaluated as follows:

\[
    O(u) = \sum_{i=1}^{q} W_o(i) h_i(u) + b_o
\]

(6)

where q is the number of neurons in the hidden layer. O(u) is the output of the neural network when the sliding window located at the position (u) in the input matrix Z. W_o is the weight matrix between hidden and output layer.

The complexity of cross correlation in the frequency domain can be analyzed as follows:

1- For a tested matrix of 1xN elements, the 1D-FFT requires a number equal to Nlog_2N of complex computation steps [13]. Also, the same number of complex computation steps is required for computing the 1D-FFT of the weight matrix at each neuron in the hidden layer.

2- At each neuron in the hidden layer, the inverse 1D-FFT is computed. Therefore, q backward and (1+q) forward transforms have to be computed. Therefore, for a given matrix under test, the total number of operations required to compute the 1D-FFT is (2q+1)Nlog_2N.

3- The number of computation steps required by FFNNs is complex and must be converted into a real version. It is known that, the one dimensional Fast Fourier Transform requires (N/2)log_2N complex multiplications and Nlog_2N complex additions [3]. Every complex multiplication is realized by six real floating point operations and every complex addition is implemented by two real floating point operations. Therefore, the total number of computation steps required to obtain the 1D-FFT of a 1xN matrix is:

\[
    \rho = 6(N/2)\log_2N + 2(N\log_2N)
\]

(7)

which may be simplified to:

\[
    \rho = 5N\log_2N
\]

(8)

4- Both the input and the weight matrices should be dot multiplied in the frequency domain. Thus, a number of complex computation steps equal to qN should be considered. This means 6qN real operations will be added to the number of computation steps required by FFNNs.

5- In order to perform cross correlation in the frequency domain, the weight matrix must be extended to have the
same size as the input matrix. So, a number of zeros = (N-n) must be added to the weight matrix. This requires a total real number of computation steps = q(N-n) for all neurons. Moreover, after computing the FFT for the weight matrix, the conjugate of this matrix must be obtained. As a result, a real number of computation steps = qN should be added in order to obtain the conjugate of the weight matrix for all neurons. Also, a number of real computation steps equal to N is required to create butterflies complex numbers (e^{j2(π/N)}), where 0<K<L. These (N/2) complex numbers are multiplied by the elements of the input matrix or by previous complex numbers during the computation of FFT. To create a complex number requires two real floating point operations. Thus, the total number of computation steps required for FFNNs becomes:

$$\sigma = (2q+1)5N\log_2N + 6qN + q(N-n) + qN + N$$  \hspace{1cm} (9)$$

which can be reformulated as:

$$\sigma = (2q+1)5N\log_2N + q(8N-n)+N$$  \hspace{1cm} (10)$$

6- Using sliding window of size 1xn for the same matrix of 1xN pixels, q(2n-1)(N-n+1) computation steps are required when using TFNNs for certain attack detection or processing (n) input data. The theoretical speed up factor η can be evaluated as follows:

$$\eta = \frac{q(2n-1)(N-n+1)}{(2q+1)5N\log_2N + q(8N-n)+N}$$ \hspace{1cm} (11)$$

Time delay neural networks accept serial input data with fixed size (n). Therefore, the number of input neurons equals to (n). Instead of treating (n) inputs, the proposed new approach is to collect all the incoming data together in a long vector (for example 100xn). Then the input data is tested by time delay neural networks as a single pattern with length L (L=100xn). Such a test is performed in the frequency domain as described before.

The theoretical speed up ratio for searching short successive (n) code in a long input vector (L) using time delay neural networks is listed in tables 1, 2, and 3. Also, the practical speed up ratio for manipulating matrices of different sizes (L) and different sized weight matrices (n) using a 2.7 GHz processor and MATLAB is shown in table 4.

An interesting point is that the memory capacity is reduced when using FFNNs. This is because the number of variables is reduced compared with TFNNs.

**4. The Proposed Technique for Prediction of Power Consumption**

From the analysis of the prediction methods [6-11], a generalized approach for prediction using ANNs is concluded. The steps of the generalized approach for prediction process using ANNs can be described as:-

**Phase 1: Data Collection**

Form a historical database that contains the data of the attributes of the prediction process (input-output) that cover enough period immediately preceding the current time.

**Phase 2: Data Classification**

- Classify the historical database into groups according to a certain criteria (day type, season, similarity, …)
- Reject the redundant and inconsistent records from the database.
- Identify the prediction parameters (period, class, …).

**Phase 3: Training and testing**

Identify the initial design of FFNNs that requires to determine the following parameters ( no of input, output, hidden neurons, no of hidden layers, activation function, learning rate and momentum rate, and no of iterations).

- Form training and test sets of patterns for a class or day type from the database.
- Normalize the training and test sets.
- Train the neural network using the suitable learning algorithm.
- Test the trained FFNNs
- Calculate the testing performance measures of the FFNNs ( absolute percentage error , average error and standard deviation)
- If the performance measures are not accepted then change the FFNNs design parameters and repeat phase 3.

**Phase 4: Saving and updating**

- Save the parameters of the trained FFNNs and its weights (Final ANNs design).
- Update the historical database with the current recorded values.

In this paper, Phase1 and 2 is developed. The output of phase 1 is the historical database that contains recorded hourly power consumptions, temperatures, humidity, atmospheric pressure. The database is used to form the training patterns for the MKNNs. Phase 2 is performed with MKNNs. The output of phase 2 is the classes of data patterns that corresponding to day types classification. Phase 3 and 4 are presented in the second part of this work. An extra-large supervised learning system and a hierarchical system [10 ] are shown in Figs. 1 and 2. Fig.1 illustrates a situation where in almost every cluster there are a few local regions and separate supervised learning procedures are necessary. In Fig.2 large numbers of training set patterns are then sent forward to a supervised...
Table 1: The theoretical speed up ratio for prediction of power consumption (n=400).

<table>
<thead>
<tr>
<th>Length of serial data</th>
<th>Number of computation steps required for TFNNs</th>
<th>Number of computation steps required for FFNNs</th>
<th>Speed up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>2.3014e+008</td>
<td>4.2926e+007</td>
<td>5.3613</td>
</tr>
<tr>
<td>40000</td>
<td>0.9493e+009</td>
<td>1.9614e+008</td>
<td>4.9397</td>
</tr>
<tr>
<td>90000</td>
<td>2.1478e+009</td>
<td>4.7344e+008</td>
<td>4.5365</td>
</tr>
<tr>
<td>160000</td>
<td>3.8257e+009</td>
<td>8.8219e+008</td>
<td>4.3366</td>
</tr>
<tr>
<td>250000</td>
<td>5.9830e+009</td>
<td>1.4275e+009</td>
<td>4.1912</td>
</tr>
<tr>
<td>360000</td>
<td>8.6195e+009</td>
<td>2.1134e+009</td>
<td>4.0786</td>
</tr>
<tr>
<td>490000</td>
<td>1.1735e+010</td>
<td>2.9430e+009</td>
<td>3.9876</td>
</tr>
<tr>
<td>640000</td>
<td>1.5331e+010</td>
<td>3.9192e+009</td>
<td>3.9119</td>
</tr>
</tbody>
</table>

Table 2: The theoretical speed up ratio for prediction of power consumption (n=625).

<table>
<thead>
<tr>
<th>Length of serial data</th>
<th>Number of computation steps required for TFNNs</th>
<th>Number of computation steps required for FFNNs</th>
<th>Speed up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>3.5132e+008</td>
<td>4.2919e+007</td>
<td>8.1857</td>
</tr>
<tr>
<td>40000</td>
<td>1.4754e+009</td>
<td>1.9613e+008</td>
<td>7.5226</td>
</tr>
<tr>
<td>90000</td>
<td>3.3489e+009</td>
<td>4.7343e+008</td>
<td>7.0737</td>
</tr>
<tr>
<td>160000</td>
<td>0.5972e+010</td>
<td>8.8218e+008</td>
<td>6.7694</td>
</tr>
<tr>
<td>250000</td>
<td>0.9344e+010</td>
<td>1.4275e+009</td>
<td>6.5458</td>
</tr>
<tr>
<td>360000</td>
<td>1.3466e+010</td>
<td>2.1134e+009</td>
<td>6.3717</td>
</tr>
<tr>
<td>490000</td>
<td>1.8337e+010</td>
<td>2.9430e+009</td>
<td>6.2306</td>
</tr>
<tr>
<td>640000</td>
<td>2.3958e+010</td>
<td>3.9192e+009</td>
<td>6.1129</td>
</tr>
</tbody>
</table>

Table 3: The theoretical speed up ratio for prediction of power consumption (n=900).

<table>
<thead>
<tr>
<th>Length of serial data</th>
<th>Number of computation steps required for TFNNs</th>
<th>Number of computation steps required for FFNNs</th>
<th>Speed up ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>4.9115e+008</td>
<td>4.2911e+007</td>
<td>11.4467</td>
</tr>
<tr>
<td>40000</td>
<td>2.1103e+009</td>
<td>1.9612e+008</td>
<td>10.7600</td>
</tr>
<tr>
<td>90000</td>
<td>4.8088e+009</td>
<td>4.7343e+008</td>
<td>10.1575</td>
</tr>
<tr>
<td>160000</td>
<td>0.8587e+010</td>
<td>8.8217e+008</td>
<td>9.7336</td>
</tr>
<tr>
<td>250000</td>
<td>1.3444e+010</td>
<td>1.4275e+009</td>
<td>9.4178</td>
</tr>
<tr>
<td>360000</td>
<td>1.9381e+010</td>
<td>2.1134e+009</td>
<td>9.1705</td>
</tr>
<tr>
<td>490000</td>
<td>2.6397e+010</td>
<td>2.9430e+009</td>
<td>8.9693</td>
</tr>
<tr>
<td>640000</td>
<td>3.4493e+010</td>
<td>3.9192e+009</td>
<td>8.8009</td>
</tr>
</tbody>
</table>

Table 4: Practical speed up ratio for prediction of power consumption.

<table>
<thead>
<tr>
<th>Length of serial data</th>
<th>Speed up ratio (n=400)</th>
<th>Speed up ratio (n=625)</th>
<th>Speed up ratio (n=900)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>8.94</td>
<td>12.97</td>
<td>17.61</td>
</tr>
<tr>
<td>40000</td>
<td>8.60</td>
<td>12.56</td>
<td>17.22</td>
</tr>
<tr>
<td>90000</td>
<td>8.33</td>
<td>12.28</td>
<td>16.80</td>
</tr>
<tr>
<td>160000</td>
<td>8.07</td>
<td>12.07</td>
<td>16.53</td>
</tr>
<tr>
<td>250000</td>
<td>7.95</td>
<td>17.92</td>
<td>16.30</td>
</tr>
<tr>
<td>360000</td>
<td>7.79</td>
<td>11.62</td>
<td>16.14</td>
</tr>
<tr>
<td>490000</td>
<td>7.64</td>
<td>11.44</td>
<td>16.00</td>
</tr>
<tr>
<td>640000</td>
<td>7.04</td>
<td>11.27</td>
<td>15.89</td>
</tr>
</tbody>
</table>
training phase. In fact, an unsupervised process performs the role of front-end data compression. The unsupervised/supervised learning concept relieves the neural network of the burden of trying to associate many dissimilar patterns with the same output. If two groups, which are not alike, happen to end up in the same cluster, the message is that either pattern description is not adequate or vigilance factor is not adequately stringent. Using this concept, the supervised learning process is carried out on the cluster-wise data structure rather than on the entire data set.

MKNNs consists of N input nodes and M output nodes arranged in a two dimensional grid as shown in Fig.3. The MKNNs has the following purposes [3,5]:
1) Clustering of the input space into a finite number of classes represented by the neural networks weight vectors
2) Topology preserving mapping of high dimensional input vectors into a lower dimensional surface represented by the location of the neuron on the grid.

MKNNs applies cross correlation in the frequency domain between input data and the weights of neural networks. In MKNNs, unsupervised learning is achieved in the feature map layer through competition. When an input pattern is presented to the neural network, it computes the activation value for each output node based on present connection weights. The input pattern is said to be mapped to the output node with maximum activation value. After enough input pattern vectors have been presented, input patterns with similar features will be mapped to the same output unit or to output units within a small neighborhood. This unit and its immediate neighbors on the grid are the only units permitted to learn in this pattern presentation by updating their weight vectors. During training, the weight adjustment is proportional to the difference between the input vector and weight vector.

In this paper, MKNNs maps the N inputs $x_1, x_2, \ldots, x_N$ ($N = 24$) on the M output nodes $y_1, y_2, \ldots, y_M$. The output nodes are arranged on a two dimensional grid-like network.

Because the clustering of input pattern vectors is self-organized in the learning process, and the ordering of the output node of an input pattern vector is based on that feature, this kind of neural network is called the self-organizing feature map by MKNNs.

Fig. 1. Unsupervised/supervised concept-type

Fig. 2. supervised concept-type

Fig. 3 Modified Kohonen's Neural Networks.

Fig. 4 shows the flowchart of the algorithm to produce the self-organizing feature map that can be described as follows:-

1. Read the input patterns $X(1), X(2), \ldots, X(P)$.
2. Select the initial values for the connection weights $w_{ij}$ ($i = 1, \ldots, N$, $j = 1, \ldots, M$) and the radius of the neighborhood $N_c$.
3. The continuous-valued input patterns and the connection weights will give the output node $j$ a continuous activation value which is given by
4. The node $j^*$ with maximum activation value is picked up. The connection weights for that node and all the nodes in the neighborhood defined by $N_j$ are updated using the following equation
5. Where, $\eta$ is the step size for the updating.
6. Repeat for each input pattern. When all $P$ input patterns have been presented, then one iteration has been completed.

\[ w_{i,j}^{\text{updated}} = w_{ij} + \eta \cdot (x_i - w_{ij}) \]

7. Because there are ten iterations sharing one common radius of neighborhood and there are different values of $N_c$ in the training process, then the iteration are repeated until $N_c=0$.

After training, any input vector stimulates only the neuron whose weight vector is the closest to the input vector in the input space. The weight vectors therefore represent certain averages of disjoint set or classes of input vectors. Further input vectors which are close in the input space stimulate neurons which are close to each other on the grid. Other neurons may not be stimulated by any input vector. Regrouping those neurons may not be stimulated by the same group of the input vectors leads to the concept of neuron clusters represented by output classes.

The characteristics of this unsupervised model [3,5] are:
- winner-take-all processing
- unsupervised learning
- lateral connected architecture used for topology preserving clustering and classification

Fig. 5 shows the main components of the proposed prediction system.

This paper discussed the data classification using MKNNs for power system. The elements of the new techniques are:

1. Historical DB that contains the recording hourly power consumptions, temperatures, wind speed, humidity, atmospheric pressure, from power system, through Data collection module.
2. Networks configuration which contains the parameters of MKNNs (number of input nodes, number of output nodes, iterations, number of patterns, and the Files for: output results, Input Patterns, Input and Output weights, and the learning rate).
3. Kohonen’s software that implements the self-organization Algorithms.
4. Self-organization user Interface As shown in Fig.6.
5. Output classes - represent the day types/classes for the patterns of historical database.
6. Supervised software that implement the Linear Vector Quantization Learning Algorithm (LVQLA).
7. LVQ user interface that represent a graphic interface for supervised learning that calls the LVQLA.
8. FFNN(1) … FFNN(n): represent feed-forward neural network for class 1, 2,… N respectively. These networks are used for prediction process for all day types.

Fig.4. The algorithm of MKNNs.
Fig. 5 The structure of the prediction system
VI. Conclusion

A New technique for prediction of power consumption has been presented. The proposed technique integrates the benefits of feedforward and feedback neural networks. It combines the unsupervised and supervised learning concept which classifies input patterns into classes and supervised learning and testing within each formed class. KNNs which uses self-organizing feature map has been modified to identify the day types which are essential to power consumption prediction processes. The inputs patterns of MKNNs are the 24 hourly power consumption patterns. Each input power consumption pattern is mapped to a node on the output plane according to its feature. Similar power consumption patterns are mapped to the same node or neighboring nodes. Examination of the power consumption patterns for each power system, has indicated that four week classes are working days, Thursday, Friday, and Saturday and special events. Each class should be separately used a neural network in the training process. Furthermore, it has been shown that FFNS are very effective in day type classification. The idea of these is to apply cross correlation in the frequency domain between the input data and the weights of neural networks. Moreover, It has been proven that the capability of MKNNs for identifying a new type of power consumption pattern (due to holiday, special event, bad data) before the expert operator is very high. Therefore, the proposed technique can be used as a valuable aid to the system operator in the prediction process.
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