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Abstract

This paper deals with the problem of clock recovery
in communication links. Concerning the fact that in
the digital world most of the dataiis transmitted in
serial format, alot of systems send the signal and
the clock simultaneously. In this paper, an innovative
method for extracting the clock in such systems
isintroduced. The method relies on the a PLL-like
feedback loop that can lock on the input clock with
in outstandingly short time. The method has proven
to be quite effective in simulations. The applications
vary from computer networks to wireless
communication. Moreover, It can be quite useful in
instrumentation purposes in which the link is the
bottleneck of system stability.
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1 Introduction

Clock recovery is one of the most active research
areas

indigital communication. The process of extracting
the clock from asignal itself is of immense
importance when fast transmission of digital datais
desired. PLLs are one of the most powerful methods
for such applications in which error tolerance and
convergence time are important concerns of the
designers.

In this paper we introduce a PL L-based method for
acquiring the clock in digital communication.
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In section 2 we start with an introduction to PLLs
and their formulation. Section 3 Describes the clock
recovery problem and restrictions. In section 4 the
use of PLLsfor clock extraction is described. The
algorithm s put into practice in simulations in section
5. Finally, section 6 draws conclusions of the

paper.

2 Phase Locked Loops

Throughout years PLLs have proven to be one of the
most effective tools in various applications. Although
quiteintricate in theory, PLL's nature can be
understood qualitatively.

The block diagram of asimple PLL is demonstrated
in Figure 1. Its consists of a nonlinear feedback

loop that locks the output on the input frequency.
Asimplied by the diagram, the PLL consists of 4
essential components:

1. Phase Detector : The phase detector measures the
difference between the input and output

phase. Whenever the output signal lags a

bit, its output mounts and activates the loop

2. VCO: It generates a sinusoid whose frequency
variance from its center frequency is proportional
toitsinput:

Woue = W + k,v(t)

(1)
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Figure 1: Block Diagram of a Simple PLL

3. Loop Filter: The loop filter smoothes the out-
put of the PLL. The performance of the PLL
relies on the loop filter used in the loop.

4. Frequency Divider: The divider makes the
output frequency n-times the input frequency.

The functionality of the PLL can be described as fol-
lows: once the input frequency undergoes a change
in its frequency, the phase detector detects a change
and its output increases. As a result, the loop in-
creases the VCO’s frequency in such a way that the
phase difference is compensated.

Let the VCO reference signal be

Vr(ty = Ap cos(Wy(p) + Pr(r)) (2)

Also, assume that

Vo(t) = A, COS(U/C(t) + ¢0(t)) (3)

(4)

Where vjy, (1) and w. are the input signal and the cen-
ter frequency of the VCO respectively.

For simplification we can consider the detector’s out-
put as:

t
Go(t) = 27T/ Vin(n)dA

()

In which 6, and 6, are the are the phases of the two
inputs of the phase detector. For instance, for a phase

ety = 0,000 +0)
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detector whose output is the product of its two inputs
we will have:

e(r) = kasin(Awt — @) + ¢r(t)) (6)

Note that: ,
bo(t) = 27T/ Vin(n)dA (7)

Now, if we define:

mey = Awt — Gy + ¢r(t) (8)

by differentiation the resulting equation would be:
my = Aw — ¢y +¢'r(t) (9)
If we assume that ¢r(t) is constant, we’ll have
ey = sin(m(t)) (10)

and the following differential equation is derived:

(11)

This equation doesn’t have an explicit solution, but
if we use the estimation:

miyy + 2rkgsin(m(t)) = Aw

Sin(TTL(t)) ~ 70 (12)
then a first order differential equation with the fol-
lowing solution is derived:

e?‘n’kd (t—to)

M) = M(t) t>=to (13)

3 Clock Recovery

Today, communication systems are experiencing a
fast transition to broadband era. In the world of
broadband signaling, parallel link face acute prob-
lems such as difficult routing and high EMI. Conse-
quently, serial transmission has become the dominant
type of data transfers. Many of these serial methods
send data combined with the clock. In other words,
it’s the receiver’s responsibility to distinguish clock
frequency and phase.

Figure 2 shows the structure of a serial link. Note
that the serializer converts the parallel data to serial
link which is appropriate for the link. Later at the
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Figure 2: Block Diagram of a Serial Link

receive side, this serial data is de-serialized and the
clock is extracted. The purpose of this paper is to
introduce a method for this extraction. In order for
the receive side to find out the clock frequency of
the data stream, the stream’s frequency must remain
approximately constant in long-term.

There are two options for digital transmission: unipo-
lar and bipolar. Since unipolar signals have a DC
component, they consume some additional energy.
As a result bipolar transmission is the prominent
style for sending digital data.

From another point of view, the link signal can be
either “non returning to zero” or “returning to zero”.
These two signals are exhibited in Figure 3. As far as
the spectrum of the signal is concerned, bipolar NZR,
signals don’t have a peak at their clock frequency.
Nevertheless, if a nonlinear operator acts on it, its
clock frequency stands out in the spectrum. Figure
4 demonstrates the spectrum of such a signal before
and after being squared.

4 Using PLLs to Recover the
Clock

The method described here takes advantage of two
PLL loops in order to detect the clock signal of a data
stream. As we know, the optimum signal in a lossy
transmission line is the one with sinc-like pulses. This
minimizes the low-pass effect of the channel. Con-
cerning this fact, the received signal has local max-
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Figure 3: NRZ and RZ signals
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Figure 4: a. The Spectrum of Bipolar NZR Signal Before

Being Processed by a Square-Law Device b. The Spectrum
After Being Processed by such a Device


mailto:IMXLIV@RSRVIXYVRMRKXS^IVS
mailto:SV@VIXYVRMRKXS^IVS

Recent Researches in Communications, Electrical & Computer Engineering

T

r\':'Jﬂ

orilnaus- | Mg /
Mooven 5

i

Seope

digral Irgut

Fra
‘Warksaare

Tr Warkspars

Sampk
anid |1kt

Figure 5: The Block Diagram of PLL-Based Clock Recovery
Module

ima at its optimum sampling times. In other words,
if 5 is an optimum sampling time:

Yte—8) = [Yitere) < 1Y (14)
So, a lagging clock has a property that:
Wtr—6)] > 1Y+ (15)

If we feed this difference back to the input of a PLL,
it can modify its phase until the phase of the gener-
ated clock matches that of the input signal. Figure 5
evinces the block diagram of this method.

In the next section we will simulate the block diagram
in order to probe its performance.

5 Simulation and Results

In order to examine the clock recovery method, a
communication system model is created as seen in
Figure 6 in SIMULINK. The signals created in this
model are shown in Figure 7. Note that the link
signal was reshaped to a sinc-like pattern in order to
minimize the effect of low-pass link.

At the receiver side, the signal is processed by the
pre-mentioned algorithm. The output of the algo-
rithm is shown in Figure 8. Although the detected
and transmitter frequency are not even close to each
other, the approach successfully adapts to the signal
be generating the same frequency as the transmitter
after 400 cycles.
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Figure 6: The Communication System Used to Benchmark the
CDR Method
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Figure 7: a.The Signals Present at the Transmitter Side b.The
Signals Present at the Receive Side
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Figure 8: a.The Change of PLL Clock in 400 Cycles b.The
Initial Status of the PLL in the First 30 Cycles c.The Match
of the Output Frequency with Transmitter Clock after 400
Cycles

6 Conclusion

An approach for solving the problem of clock recovery
was presented in this paper. The solution proved to
be quite effective and fast-converging in simulations.
The flexibility of the algorithm is of utmost impor-
tance since in reality, we deal with cases in which no
information of the line bitrate is provided and the
program must lock on the input frequency no matter
what its initial frequency was. The method is es-
pecially useful in high-bandwidth links that require
fast response to slight variations in the frequency of
incoming signal due to link delays.

The most outstanding advantage of the above-
mentioned approach is the balance between complex-
ity and efficiency. While demonstrating spectacular
performance in simulations, the informative block di-
agram of Figure 5 clearly exhibits where does this
efficiency come from. This makes upgrading the al-
gorithm easier.
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