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MATLAB program for Simulation and Control
of the Continuous Stirred Tank Reactor

Jiri Vojtesek, Petr Dostal

computer technology which grows exponentially every
Abstract—The paper shows advantages of the computeroment.
technology for the simulation of the technological systemhe mathematical model of this particular CSTR is described
behaviour and control. The technological process here iy the set of two nonlinear Ordinary Differential Equations
represented by the Continuous Stirred Tank Reactor (CST(DES) which are constructed with the use of material and
as a typical member of a nonlinear lumped-parameters systbeat balances inside. Examples for deriving such mathematical
widely used in the industry. The computer simulation has greaodels can be found in [1]. The steady-state analysis
importance nowadays with the decreasing value of thievestigates behaviour of the system in the steady-state which
computer components together with the growing computéom the mathematical point of view means numerical solving
speed. The adaptive control used here fulfils all basic conti@l the set of nonlinear algebraic methods. The simple iteration
requirements and it can be used for the systems with nonlingagthod [2] was used in this case because the system fulfills the
behaviour. The benefit of this paper can be found in tle®@nvergence condition. The next step is the dynamic analysis
simulation program made in mathematical software MATLABvhich practically means numerical solving of the nonlinear set
with the use of Graphical User Interface (GUI) that providesf ODEs. A lot of numerical solution methods have been
user possibilities to examine simulations without changing dieveloped, especially for the ODE, such as Euler’'s method or
the program code Taylor's method [3]. Runge-Kutta’s methods are very popular
because of their simplicity and easy programmability [4].
Keywords—Matlab, modeling, simulation, adaptive control, The basic idea of adaptive control is that parameters or the
recursive identification. structure of the controller are adapted to parameters of the
controlled plant according to the selected criterion [5]. The
I. INTRODUCTION adaptive approach in this work is based on choosing an

HE most of processes in the real world, not only in th@xternal linear model (ELM) of the original nonlinear system
industry has nonlinear behaviour. On the other han&/hose parameters are recursively identified during the control.

chemical reactors belong to the most often equipments in tlﬁgramet?rz . of the i resfultedth con:!nuc:uz controtller ?:re]
chemical and biochemical industry and that is why this papgf&mpu ed in every step from the estimated parameters of the

IS fo_cused on one particular member of th'? family — th_‘lehe polynomial method introduced by Kucera [6] used for
Continuous Stirred Tank Reactor (CSTR) with exotherm|8esigning of the controller here together with the pole-
reaction inside.

placement method ensures basic control requirements such as

Specific design of the controller is usually precede by few vefyapijity reference signal tracking and disturbance attenuation.
important steps. Not every property of the controlled system+§e pasic control system configurations with one degree-of-

knowp before we start and that is why we perfo.rm simulatiofeegom (1DOF) and two degrees-of-freedom have been used.
experiments on the system. There are two main types of Hge proposed controller is hybrid because polynomial
investigating of the system’s behaviour — (1) experiment on tg?nthesis is made for continuous-time but recursive

real model and (2) computer simulation. Computer simulatiqfe yiication runs on thésmodel, which belongs to the class
is very often used at present as it has many advantages ove Allscrete-time models

experiment on a real system, which is not feasible and can e MATLAB (MATrix LABoratory) is mathematical

dgngerqus, or time a”‘?' money.dglrr)and.ing. . . . software often used for computation and simulation [7].
Simulation and modelling possibilities rise with the 'ncreas'nﬂlthough this software has it own programming language, it

impact of the digital technology and especially with th%ﬂso provides the tool for creating window-like programs

which can be used for testing and simulation without changing

of the program and knowledge about this programming

Manuscript received May 12, 2011. language. This tool called GUIDE was used here for creating
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II. MODEL OF THE PLANT The nonlinearity of the model is hidden mainly in the

The proposed control strategy was tested on the mathematfg@nPutation of the reaction ratéy, which is nonlinear
model of Continuous Stired Tank Reactor (CSTR). Thidinction of the temperature], and it is computed from
model has simple exothermic reaction inside the tank whichA$rnenius law:

cooled via cooling coil — see Fig. 1. -k E%

Mathematically speaking, this plant is represented by th 0

mathematical model which describes all quantities is of course

very complex and we need to introduce some simplifications. Il STEADY-STATE AND DYNAMIC ANALYSES
First, we expect that reactant is perfectly mixed. Then, we al$be pre-control simulation often includes steady state and
assume that volume, heat capacities and densities do dgbhamic analyses which help us with the understanding, how
change rapidly during the control. system works in different states and behaves after various
changes on the input.

®3)

A. Seady-state Analysis

The steady-state analysis shows behaviour of the system in the
VenT steady-state, i.e. ih—> o and results in optimal working point

in the sense of maximal effectiveness and concentration yield.
Mathematical meaning of the steady-state is that derivatives
with respect to time variable are equal to zdfg/dt = 0.

The previous studies [9] have shown interesting steady-state
feature of this reactor. It is clear, that the reactant and cooling
heat must be equal in the steady-state, Qe= Q., which
means that the equation (1) in steady-state is rewritten to:

q,Sa0,To_ o

— Oi’ 3y
a [{To—T) +a, [y (€4 + a0 J1-e% [[[Teo-T)=0 (4)
i yacal, and results in relations for these he@tandQy:

— S
Fig. 1 The schematic representation of CSTR Qr =2 [y (€4 )
ay 4 5

These assumptions results in the mathematical modsl _ a +a50 1-e% ||7s- &y To+as 1-e%
c IC

represented by the set of two Ordinary Differential Equations
(ODE) [8] which are derived from the material and heat

balances of the reactant and cooling, i. . If we computeQ, andQ. for vz_:lrious yalues of the te_mEJerature
a, T = <300, 500>K for working pointg = 100 l.min~ and
oT % = i i - - i
T a [[To—T)+a, kB + a5t J1-e% |[{To —T) " gc = 80l.min™, we obtain three steady-states — see Fig. 2.
. 300
Ca
—A = - -k, & —Qr -7
it & [{cag—ca) — Ky [Ea —o00] - - s -
wherea; 4 are constants computed as E
-AH P [ - ¥,1001
alzg;azz — %= m:pw;af Eta @ g
P p P p pc pc Q’U 0 —
The fixed values of the system are shown in Table 1. e _-" S,
TABLE 1. 00k~ i
FIXED PARAMETERS OF THE REACTOR T T T
Quantity Symbol and value 300 350 T‘!?% 450 500
Reactor’s volume v :_100| — Fig. 2 Heat balance inside the reactor
Reaction rate constant ko ‘_7-21 o min As you can clearly see, this system has two stable steady-states
Activation energy to R E/R=110"K (S, andS,) and one unstable steady stdtg)( The steady-state
F?a}[‘:ta“tl S f[eted tempteratureio = 335500|T< values of the state variables in these points are:
nlet coolant temperature 0= _ s_ s _ -1
. © T$=354.23K = 0.9620n0l I
Reaction heat AH = -2:10° cal.mol™* S . C’: . ©)
Specific heat of the reactant ¢, = 1cal.g*.K* Np:  T7=39245K  cj = 0.6180nol .
Specific heat of the cooling ¢, = 1cal.g*K* S, T%=456.25K c3 = 0.043%n0l 171
. _ -1
Density of the reactant p=110gl 4 It is clear, that the second operating poft has better
Density of the cooling pe =110’ 9-'_1 efficiency (95.6 % reacts) for the same input settings than on
Feed concentration Cao = 1mol.l the pointS, (3.8 % reacts).

Heat transfer coefficient ~ h, = 7-10° cal.min.K*
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So the steady-state model is finally described by the set Tifie presence of the variabdein the Equation (8) indicates
nonlinear functions continuous-time (CT) model. The online identification of such

a processes which is necessary in this case is not very easy.
a [0, +a, [k, [&; +a, [0, [0, EEl— e%J One way, how we can overcome this problem is the use of so
TS = calledo—model. These special types of models formally belong
£ to discrete models but it was proofed for example in [10] that
& +a, g, [El‘e%J (M) their parameters are close to the continuous ones for very
small sampling period.
s _alet, The d—model introduces a new complex variap(§l1]):
"tk y= z-1 9)
which are easily solved numerically by the simple iteration ,BEI'VQ+(1—,B) 0,
method. Where f is a parameter from the interval

B. Dynamic Analysis 0<pB< l' arlld'.l'\,.means a sampling period. It.is clear that we
g?n obtain infinite number odmodels for varioug3. A so

This analysis means that we observe course of the Sl ¢\yard 5-model for B =0 was used ang operator is
variables in time after the step change of some input variab Ren

The step changes of volumetric flow rateandq. are input
. ) . o z-1
variables in our case and the steady-state values in Equatipe —_— (10)
(6) are initial conditions for the set of ODE (1). The Runge- T,
Kutta’s fourth order method was used for numerical solving afhe continuous model (8) is then rewritten to the form

the set of ODE. a’ (o) y(t)=b’(o)u(t) (11)

where polynomialaa’(d) andb?(d) are discrete polynomials

) N _ and their coefficients are different, but for the small sampling
There could pe used several so called “modern technlqgegptgriod very close to those of the CT moak) andb(s).

control of this process such as robust control, Ioredmt“"l‘"‘hese parameters identified recursively, which means that they

control, fuzzy control etc. In our case, the adaptive control was computed by the Recursive Least Squares (RLS) method
used mainly because of its strong theoretical background 9 differential equation

usability for such kind of processes.
The Adaptive control is based on the quality of real organisr’r%’(k) =6; (k) w(f(k_l) +e(k) 12)
which can change behavior according to environmentWhere ¢ stands for known regression (data) vectg,
conditions. This process is usually calletidptation’. There represents vector of parameters ag®) is a general random

are several ways of use of the adaptation. It can be done ifomeasurable component.

example by the modification of the controller's parameters by

the chapge _of the .controller.s sFructure o: by geperatlng s Recursive Identification

appropriate input signal, which is called “adaptation by the

input signal”. o . )
The adaptive approach in this work is based on choosing & it is written above, the well known and easily
external linear model (ELM) of the original nonlinear system Programmable Recursive Least-Squares (RLS) method is used
whose parameters are recursively identified during the contrf! the on-line identification. This method is usually modified
Parameters of the resulted continuous controller abdth some kind of forgetting; exponential or directional [12]
recomputed in every step from the estimated parameters of fainly due to specific features of the identified system like

ELM. The advantage of this method is that we do not cap®nlinearity etc. _ _ _

about the system nonlinearity. First we do the dynamithe basic RLS method is described by the set of equations:

analysis that shows us the dynamic behavior of the output e(k)=y(k)-¢" (k)B(k-1)

vrtle wich s en s or e i of e ELUAEY <[ (50640
\ Y ot L(K) = ()P (k1) B(K)

change of the ELM parameters is taken into account by the

IV. ADAPTIVE CONTROL

(13)

recursive identification of ELM during the control. P(k)= (1 )[P(k_l)_ P((k—l))W(k() '7)ﬁT ((")EP)(k‘(l))
A (k-1 A (k-1)+¢" (K)P(k-1)p(k
A. External Linear Model (ELM) 6(k)=6(k-1)+L(k)e(k)

Where the “forgetting” could be affected by the choice of the
The ELM could be generally described by the transfdPrgetting factor. _
function: The identification methods used in the program are:
v s) b(s Without forgetting, e.g. no forgetting factor is inserted.
=—= (8) Constant exponential forgetting is fordA;, < 1 and
U (S a(s A> = 1. The values of forgetting factdg are from the range
<0.95; 0.99>. Parametés influences gradual forgetting of

—
~

G(s) =

~
~
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the old values and the most weight is put on the last valuesmpares coefficients of individual spowers from

This relation can be described by criterion Diophantine equation [6]:
J :Zk:Ak“ef (14) a(s)s0h(s)+b(s)m@(s) =d(s) (19)
=1 The resulted, so called “hybrid”, controller works in the

This algorithm can be used for systems with changingpntinuous time but parameters of the polynom&s$ and

parameters. b(s) are identified recursively in the sampling perind

Increasing exponential forgetting has forgetting parameters The feedback controllerQ(s) ensures stability, load

A, =1 and4; is computed from disturbance attenuation for both configurations and asymptotic
A (K) = A4 (k-1) +1- A, (15) tracking.

The polynomiald(s) on the right side of (19) is an optional
: ) ?rgtable polynomial. Roots of this polynomial are called poles of
4(0) = 4,0(0.95,0.99. The value of this forgetting factor is e closed-loop and their position affects quality of the control.
asymptotically approaching to 1, which means that the old dakais polynomial could be designed for example with the use of

Typical values of the forgetting parameters

is forgotten. Pole-placement method. The degree of the polynodignlis
Changing exponential forgetting has again the value of in this case

forgetting parameter A, = 1 and exponential forgettingy is degd(s) = degi(s)+ deqi)(s)+ (20)
recomputed in everyzstep as A choice of the roots needs some a priory information about
/\1(k) =1-K D’(k)@ (k) (16)  the system’s behaviour. It is good to connect poles with the
whereK is a very small value (e.g. 0.001). parameters of the system via spectral factorization. The

Directional forgetting. This algorithm forgets information only polynomial d(s) then for our ELM (8) can be rewritten for
in the direction from which it comes. General description cfperiodical processes to the form

this method can be formulated by the following equations: ¢ (s)=n(s) [Gs+a)d99d‘deg‘ (21)
r(k—l):¢T (k)[lP(k—l)Rb(k) wherea > 0 is an optional coefficient reflecting closed-loop
_ P(k-2)0p(k) poles and stable polynomia(s) is obtained from the spectral
L(k) - m factorization of the polynomiai(s)
1o (ko1 n (s)m(s)=a (s)&(s) (22)
Al(k—l)—# forr(k-1)>0 (17)
B(k-1)= (k-1) V. SIMULATION PROGRAM
1 forr(k-1)=0 The simulation program which deals with the simulation of the
P(k-1) @ (k) p" (k) P(k-1) steady-state, dynamics and of course adaptive control of the
P(k)=P(k-1)- (kD) 1 (k=1 CSTR was made in mathematical software MATLAB
B ( ) r( ) (MATrix LABoratory), version 7.0.1 from Mathworks [7]

whereA; can be chosen similarly as in exponential forgetting.using Graphical User Interface (GUI). The use of this tools
- enable programmer to make program user-friendly and close to
C. Control System Synthesis the users who do not know or do not like programming. They

can use all features of Matlab as a simulation tool by just

The control system configuration with one degree-of-freedoghanging of the most important variables and pressing buttons
(1DOF) was used this work — see Fig. 3. for computing.

The program can be start by the typing the comnganich the
YV, program’s directory. It is divided into two main windows
mainly because of the space. The first window (Fig. 4)
involves simulation of the steady-state and dynamics of the
system. The user can set the working point of the reactor
Fig. 3 1DOF control configuration which is defined by volumetric flow rates of the reactant and
the cooling,q, and g, input temperatures of the reactant and
the cooling, T;p and Ty, and input concentration of the
used for control erroru is control variable andy is a reactant, ¢,. The next pa_rt gives user choice_ between two
controlled output stable _states S_l or 82_ which closely described in chapt_er 1.

: The third part is dedicated to the steady-state analysis where

The feedba_lck part of_ the controller are designed with the ut%/?o analyses could be done — the steady-state analysis for
of polynomial synthesis:

G in Fig. 3 denotes transfer function (8) of controlled plant,
is the reference signal (wanted value)is disturbancee is

different volumetric flow rate of the reactagt and different
Q(s)= a(s) (18) Vvolumetric flow rate of the coolamf. where the starting and
SED(S) end values could be set in the edit boxes. The steady-state

where parameters of the polynomias) and q(s) are analysis for both input variables together is represented by the

computed by the Method of uncertain coefficients whicRush-button “Compute 3D" and results in 3D graphs. The
sample results of the steady-state analysis are shown in Fig. 5.
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) 'Simulation of steady state and dynamics o R

Steady-state and dynamic analyses of CSTR

— Working point

Yolumetric flow rate of the reactant gr= | qpg | [.min-1
Yolumetric flow rate of the coolingge = | g0 |.min-1

Imput temperature of the reackant Trl= | 350 K
Imput temperature of the cooling TcD = | 350 K

Irmput concentration of the reactant cd = 1 mal.l-1

Which steady-state?
’7 () Stable steady-state 51 (3) Stable steady-state 52

Steady-state analysis

Different volumetric Flow rate gr from | 100 | to | 200 | Lmin-1 Compute

Different volumetric Fow rate qc from | 2p to | qoo | l.min-1 Campute

Cornputation For both inputs --= 30 graph | Compute 30

Simulation time | 30 | min Integration step | 0.3

Step changes of volumetric Flow rate qr:

-G0 -40 -20 20 40 60 Compute

Step changes of volumetric flow rate go:

-60 -40-20 20 40 60 Cotpute

3

Control l l Close

- ] |

=0

Fig. 4 GUI for the simulation of the steady-state and dynamig

of CSTR
480 0.2
470
0.15
. 460 =
< g o1
* 450 N
0.05
440
430 0
0 2 4 6 8 10 0 2 4 6 8 10
il i
500 0.045
490 0.04
0.035
480 =
< 2 003
* 10 o,
0.025
460 0.02
450 0.015
100 120 140 160 180 200 100 120 140 160 180 200
q, [/min] q, [V/min]

Fig. 5 Sample results of the steady-state analysis

The last part is focused on the dynamic analysis which col
be done for step changes of both input varialkjeand g..

Both dynamic analyses can be done for more step chan
(e.g. six step changes -60, -40, -20, 20, 40 and 60 as it car
seen in Fig. 4). The simulation time and the integration step
Runge-Kutta’s method could be set via appropriate edit boxe
Again, the sample results of the dynamic analysis are shown

Fig. 6.

the help to the program (push-button “Help”) and closing of
this window and all graphs (push-button “Close”).

The second sub-program called by the pressing of the push-
button “Control” or by the commango_control from the
Matlab’s command window deals with the simulation of the
adaptive control. The window is displayed in Fig. 7.

¥,0 () (K]

Y50 (€5¢3) [mol.]

o 5 10 15 30 o s

t [min]

20 25 10 15

t [min]

20 25 30

Fig. 6 Sample results of the dynamic analysis

The first two parts related to the working point and the choice
of the steady-state are the same as in previous case. The new
part here is the choice of the external linear model and settings
for the control where the user could set the position of the root
a, sampling periodT,, definition of step changes of the
reference signal(t) which represents wanted value and time
when they occur.

) 'Simulation o e daddplive control o R

=X

Adaptive control of CSTR

— Working paink

Wolumnekric Flow rate of the reactant gr=| 400 L. mir-1
Wolumetric flow rate of the conlinggc= | gp |.min-1

Imput temperature of the reactant Tro = | 350 K
Imput temperature of the cooling TecO = | 350 K

Imput concentration of the reactant cd = 1 mol -1

Which steady-state?
’7 () Stable steady-state 51 (3) Stable steady-state 52

External Linear Model (ELM)
“

5+

bs + 5

s Ay

® G(s)= O G(s)=

— Parameters for the control

Sampling period Tv= | 0.3 min  Possition of the root 00300504

o=

Step changes of reference signalw | 2-11-205 | intimesteps | 150 | min

Simulation time is 750 min

Identification methad: | Ordinary RLS

-] [

S5, dynamics

e ] [ooe ]

The buttons in the bottom of the window used for opening theig. 7 GUI for the simulation of the adaptive control of CSTR
next window for control (push-button “Control”), displaying

ISBN: 978-1-61804-017-6
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The final simulation time is recomputed according to théor different values of input quantities. Results are displayed in
number of steps and time for each step. The last part in thie separate figures and the data were also saved in the MAT-
sub-window is dedicated to the choice of recursive methoflies. The second program deals with adaptive control of this

(see Fig. 8) for identification. system and user can again set different input variables and
_ choose various computations. The benefit of this program can
Identification method: Ordinary RLS F be found in the GUI which provides changing of the most

S : important values by the edit windows instead of the change of

_— with constant exp.forgetting i .

s RLS with increasing forgetting Close the program code. The program is available also for free at the

! | RLS with changing exp.forgetting H
RLS with directional forgetting aUthor emall'

Fig. 8 The choice of the identification method REFERENCES
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) Simulation resulis

Results of the steady-state analysis

The simulation was done for the different volumetric flows rate of the reactant gr = 100 - 200 |.min-1

The name of data file: ss_2D_gr.mak

Close

Fig. 10 GUI with the results of the computation

VI. CONCLUSION

The main goal of this contribution is to show usability of the
mathematical software MATLAB for creating simulation
programs which could help users to investigate the behaviour
of the nonlinear system represented by the CSTR. The
resulting program has two main windows — the first provides
the simulation of the steady-state and dynamics of the system
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