
 

 

  

Abstract — The aim of this paper consists in quantifying the 

impact of several macroeconomic variables upon earnings, such as 

the GDP per capita, the unemployment rate, the employment rate and 

the foreign direct investment. The analysis was conducted over the 

period 1998-2009, using data for the EU-27 countries. We first 

applied a Hierarchical cluster analysis, which allowed grouping the 

E.U. members into two main clusters. Based on the two clusters 

formed, two panel data models were estimated.  
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I. INTRODUCTION 

HE aim of this paper consists in quantifying the impact of 

several macroeconomic variables upon earnings, such as  

the GDP per capita, the unemployment rate, the employment 

rate and the foreign direct investment. The analysis was 

conducted over the period 1998-2009, using data for the EU-

27 countries. 

The earnings are a permanent concern for both economists 

and policymakers. Of great importance are the factors that 

influence the dynamics of average earnings. Such factors 

include: the GDP per capita, the unemployment rate, the 

employment rate, the migration and the foreign direct 

investment.  

The GDP per capita is often considered an indicator of 

economic well-being, so we expect that its impact on earnings 

to be a positive and significant one.  

Foreign direct investment (FDI) is mostly seen as a driver 

for economic development as it may bring capital, technology, 

management know-how, jobs and access to new markets. 

Therefore, policymakers have tended to emphasize the benefits 

that FDI can bring to host economies, particularly in 

developing countries.  

Between unemployment and earnings the classic theory 

states that there is a negative correlation. Blanchflower and 

Oswald [6] found an empirical regularity of a robust negative 

correlation between wages and log unemployment for a wide 

range of different countries and datasets. For the case of Great 

Britain, Cameron and Muellbauer [7] also observed a negative 

long-run effect for log unemployment on log earnings for full-

time men. 

The empirical evidence in support of positive wage 

spillovers as a result of FDI is relatively limited [17]. For 

 
 

instance, Aitken et al. [3] found no evidence of positive wage 

spillovers from FDI to domestic firms in Mexico and 

Venezuela, even though foreign-owned plants pay 

substantially higher wages. Moreover, Zhao [16] found that 

when labor-management bargaining is industry-wide FDI 

reduces the negotiated wage as well as the union employment 

and the competitive wage. But, if labor-management 

bargaining is firm-specific and unionization is industry-wide, 

then the above effects of FDI are substantially reduced.  

Several other recent studies, however, found evidence of 

positive spillovers concentrating on the wage effects of FDI 

through its impact on labor demand and supply. 

In general, the empirical evidence indicated a small and 

positive foreign wage premia in developed economies and 

potentially larger foreign wage premia in developing countries. 

For example, Driffield and Girma [9] found that FDI has a 

large positive effect on wages in domestic firms in UK 

electronics industry through its impact on labor demand and a 

small positive effect through its impact on labor supply. 

Among the international studies some also quantified the 

determinants of wages upon European developing countries 

[1], [2], [13], [14], [18].  

The paper is organized as follows: Section II describes the 

data, Section III presents the econometric framework used for 

this study, whereas Section IV presents the econometric 

results. The last section concludes. 

II. DATA DESCRIPTION 

The variables used in this study are: the annual net earnings 

expressed in Purchasing Power Standards (earnings), the 

proportion of the net inflows of the foreign direct investment 

from the GDP (fdi), the GDP per capita expressed in 

Purchasing Power Standards (gdp), the unemployment rate 

(unempl) and the proportion of part-time employed population 

from the total employed population (empl_ppt). 

The analysis was conducted over a period of twelve years 

(1998-2009), using macroeconomic data for all 27 members of 

the European Union. The main sources of our data were the 

Worldbank and the Eurostat databases. 

Based on the fact that each of the 27 members has 

distinctive patterns, we decided to start our analysis with a 

basic data description. In order to see how each of the 27 

European Union members is being situated when considering 

macroeconomic performances, we decided to build two bi-

dimensional spaces.  
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The first one, presented in fig. 1, is described by the 

intersection of the level of the annual net earnings expressed in 

Purchasing Power Standards and the GDP per capita level.  

 

 
Fig. 1 The bi-dimensional Earnings - GDP per capita 

representation of the U.E. members 

 

The second representation is described by the intersection of 

the level of the annual net earnings expressed in Purchasing 

Power Standards and the unemployment rate (see fig.2). 

 

 

Fig. 2 The bi-dimensional Earnings - Unemployment rate 

representation of the U.E. members 

 

Since from both fig.1 and fig. 2 one can easily notice that 

the E.U members tend to form at least two distinctive groups 

based on their macroeconomic performance, we decided to 

classify the E.U. members into two groups. In order to do that 

we applied a Hierarchical cluster analysis, based on a method 

of unsupervised learning that allows assigning a set of 

observations into subsets (called clusters) so that observations 

in the same cluster are similar. The cluster technique was built 

on the between groups linkage cluster method, whereas the 

intervals were calculated using the squared Euclidean distance. 

Based on the dendrogram (fig. 3), we notice that the 27 

European Union members can be easily assigned into two 

main clusters, as following:  

 

• Cluster 1: Malta, Portugal, Slovenia, Czech Republic, 

Hungary, Cyprus, Lithuania, Slovakia, Poland, Estonia, 

Latvia, Bulgaria and Romania; 

• Cluster 2: Greece, Italy, Spain, France, Ireland, 

Denmark, Finland, Austria, Germany, Netherlands, UK, 

Luxemburg, Belgium and Sweden. 

 

 
Fig. 3 The Dendrogram 

III. MODELS AND METHODOLOGIES 

 The econometric study is based on panel data estimation, 

using Stata software. A panel data regression has the form: 

ititiit xy εβα ++= ' ,  i=1...N, t=1... T    (1) 

Most of the panel data applications utilize a one-way error 

component model for the disturbances [4] with:  

itiitu εα +=           (2) 

There are several different linear models for panel data. The 

main distinction between fixed-effects and random-effects 

models consists in the fact that in the fixed-effects (FE) model 

the αi are permitted to be correlated with the regressors xit, 
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while continuing to assume that xit is uncorrelated with the 

idiosyncratic error εit. On the other hand, in the random-effects 

(RE) model, it is assumed that αi is purely random, which is a 

stronger assumption implying that αi is uncorrelated with the 

regressors [5]. 

The decision between the two models can be made based on 

different tests, from which the Hausman test is the most simple 

to use. The basic idea of this test starts with the hypothesis that 

the FE estimator is consistent in the RE model as well as in the 

FE model. In the FE model it is even efficient, whereas in the 

RE model it has good asymptotic properties. By contrast, the 

RE–GLS estimator cannot be used in the FE model, since it is 

efficient by construction in the RE model. The violation of the 

assumption Eα = 0 for the regression model leads to an 

inconsistency [12]. Therefore, a rejection of the null is often 

considered as an adoption of the fixed effects model and 

nonrejection as an adoption of the random effects model. And 

yet, Baltagi [4] recommends attention in choosing between FE 

and RE models based only on this test. 

The most commonly used estimator for a FE model is the 

within estimator, which eliminates the fixed-effect by mean-

differencing. It is also consistent under the RE model, but 

alternative estimators are more efficient. The fixed-effects αi 

can be eliminated by subtraction of the corresponding model 

for individual means, leading to the within model which can be 

estimated with the OLS method. The default standard errors 

assume that after controlling for αi, the error εit is independent 

and identically distributed (i.i.d) [8]. 

Also, the model is estimated assuming the homoskedasticity 

of the residuals. When heteroskedasticity is present, the 

standard errors of the estimates will be biased and one should 

compute robust standard errors correcting for the possible 

presence of heteroskedasticity. The most common deviation 

from homoskedastic errors in the context of panel data is likely 

to be error variances specific to the cross-sectional unit. When 

the error process is homoskedastic within cross-sectional units, 

but its variance differs across units, we have the so called 

groupwise heteroskedasticity.  

Another problem is the serial correlation of the idiosyncratic 

error term. Once again, if the errors are correlated and the 

estimation does not take into account this fact, the estimates 

will be biased. Wooldridge [15] proposed a test for checking 

the autocorrelation of the residuals.  

 In order to account for these problems, one should estimate 

the regression model using robust standard errors. Some 

authors have provided a number of tests and estimation 

procedures in order to identify and solve this kind of 

problems [10], [11]. 

IV. EXPERIMENTAL RESULTS 

In order to equalize the measuring units we decided to use 

natural logarithm values for average earnings and GDP per 

capita, as the other variables are percentage data.  

The general form of the earnings equation that was 

estimated as a panel data is the following: 

itiit

itititit

εαpptemplb

unemplbdp_ppsbfdibconsearningsl

++∗+

+∗+∗+∗+=

_

lg_

3

321  (3) 

where the dependent variable was considered to be the average 

earnings in natural logarithm values (l_earnings) and the 

explanatory variables were: the proportion of the net inflows 

of the foreign direct investment from the GDP (fdi), the log of 

the GDP per capita expressed in Purchasing Power Standards 

(lgdp_pps), the unemployment rate (unempl) and the 

proportion of part-time employed population from the total 

employed population (empl_ppt). In this equation i stands for 

each of the European Union countries, whereas t stands for the 

years 1998-2009. 

 We also tested the statistical significance of the first lag of 

each variable. 

Based on the two groups formed using cluster method, 

section A will handle the econometric model of the first 

cluster, whereas section B presents the econometric model of 

the second cluster. 

A. Cluster 1 

After estimating the general form of the earnings equation, 

we first noticed that for this group of countries the coefficients 

of both the proportion of part-time employed population from 

the total employed population and the foreign direct 

investment were not statistically significant. Therefore, we 

excluded these variables from our future estimations. Second, 

we decided to use the first lag of the unemployment rate. 

Once we decided that we have a panel data model and not a 

pooled OLS, based on a poolability test, we had to choose 

between the FE and RE model. For that, we applied the 

Hausman test which suggested that a FE model would be more 

appropriate to describe our data. The fact that there are only 

13 countries in this cluster (being impossible to say that the 

observations are randomly drawn from a large population) 

makes the decision upon the FE model more reliable. 

Concluding that we have a FE model, we then checked for 

the presence of heteroskedasticity and autocorrelation of the 

errors. For this purpose we performed both the modified Wald 

test for groupwise heteroskedasticity, as well as the serial 

correlation test implemented in Stata by David Drukker. The 

conclusion was that a robust estimation, which takes into 

consideration the presence of both heteroskedasticity and 

autocorrelation of the residuals, is required. In order to do this 

we used the Driscoll and Kraay standard errors. 

The robust panel data model describing the average 

earnings equation of the first cluster is presented in fig. 4. 

 

                                                                              
                            _cons        ....8888999999995555555566668888            ....3333666600007777222244441111                    2222....44449999            0000....000022228888                    ....1111111133336666000066665555                1111....666688885555555500007777
        lag_unempl    ----....0000000044442222111166662222                ....000000001111444422226666                ----2222....99996666            0000....000011112222                ----....0000000077773333222233331111            ----....0000000011111111000099993333
    lgdp_pps            ....888833336666333388883333            ....0000333377775555555555559999                22222222....22227777            0000....000000000000                    ....7777555544445555555555558888                ....9999111188882222111100003333
                                                                              
  l_earnings        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                           Drisc/Kraay
                                                                              

                                                                                                                                                                                                    within R-squared  =    0000....8888333333337777
maximum lag: ....                                                                                                                                            Prob > F          =    0000....0000000000000000
Group variable (i): iiiidddd                                                                                                            F(        2222,                11112222)     =                666644446666....00005555
Method: FFFFiiiixxxxeeeedddd----eeeeffffffffeeeeccccttttssss    rrrreeeeggggrrrreeeessssssssiiiioooonnnn                                                                    Number of groups  =                                11113333
Regression with Driscoll-Kraay standard errors   Number of obs     =                            111133333333

 

Fig. 4 The robust fixed-effects earnings regression for cluster 1 

 

The econometric results indicated that the GDP per capita 

has the highest impact upon the average earnings. A 1% 

increase in the GDP per capita leads to an increase of 0.84% 

of the average earnings, keeping all other variables constant.  
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Secondly, the influence of the unemployment rate is 

negative, showing that an increase of 1% of the unemployment 

leads to a decrease of 0.42% of the earnings. This outcome is 

consistent with the classic theory, which asserts the presence of 

a negative relationship between the unemployment and 

earnings. 

B. Cluster 2 

For this second group of countries, the variable that was 

excluded from the model is the proportion of part-time 

employed population from the total employed population 

because the coefficient obtained was not statistically 

significant. The final form of the model includes the GDP per 

capita and the first lag of the FDI and unemployment rate, as 

explanatory variables.  

Similarly with the econometric analysis for the first cluster, 

we ran the Hausman test, the modified Wald test and the serial 

correlation test, concluding that a FE model is more 

appropriate than a RE model and that, once again, we had to 

take into account the serial autocorrelation and 

heteroscedasticity of the errors. 

The robust panel data model is presented in fig.5. 

 

                                                                              
                            _cons        ....7777333377773333666644441111                ....999911116666333333338888                    0000....88880000            0000....444433335555                ----1111....222244442222222266664444                2222....777711116666999999992222
        lag_unempl    ----....0000000044445555555511113333            ....0000000022222222111199996666                ----2222....00005555            0000....000066661111                ----....0000000099993333444466665555                ....0000000000002222444433339999
                    lag_fdi            ....000000000000333388887777            ....0000000000000000777733331111                    5555....33330000            0000....000000000000                    ....0000000000002222222299991111                ....0000000000005555444444449999
    lgdp_pps        ....8888888888884444555500002222            ....0000888899993333777788888888                    9999....99994444            0000....000000000000                        ....666699995555333355559999                1111....000088881111555544441111
                                                                              
  l_earnings        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
                           Drisc/Kraay
                                                                              

                                                                                                                                                                                                    within R-squared  =    0000....7777666622223333
maximum lag: ....                                                                                                                                            Prob > F          =    0000....0000000000000000
Group variable (i): iiiidddd                                                                                                            F(        3333,                11113333)     =                    55557777....99993333
Method: FFFFiiiixxxxeeeedddd----eeeeffffffffeeeeccccttttssss    rrrreeeeggggrrrreeeessssssssiiiioooonnnn                                                                    Number of groups  =                                11114444
Regression with Driscoll-Kraay standard errors   Number of obs     =                            111155552222

 
Fig. 5 The robust fixed-effects earnings regression for cluster 2 

 

The econometric results indicated that the variable that 

influences the most the average earnings is the GDP per capita. 

A 1% increase in the GDP per capita leads to an increase of 

0.89% of the average earnings. 

Secondly, the first lag of the foreign direct investment has 

also a positive effect on earnings, but far smaller than that of 

the GDP. In this case, an increase of 1% in FDI will lead to 

only 0.039% increase of earnings. Our result is consistent with 

the empirical evidence that indicates a small and positive 

foreign wage premia in developed economies. 

Thirdly, the influence of the first lag of the unemployment 

rate is negative. If the unemployment increases by 1%, the 

earnings will decrease by 0.46%. Similarly with the model 

obtained for the first cluster, the resulted coefficient confirms 

the classic theory that states that there is a negative correlation 

between these two variables. 

V. CONCLUSIONS 

This paper analyzes the determinants of the average 

earnings through a panel data of the 27 European Union 

countries. The variables used are the unemployment rate, the 

foreign direct investment, the GDP per capita in Purchasing 

Power Standards and the proportion of part-time employed 

population from the total employed population.  

Considering our basic statistical analysis of the 

macroeconomic performance of all the 27 European Union 

countries (see Section 2), we noticed that the E.U members 

tend to form at least two distinctive groups. For this reason we 

decided to apply a Hierarchical cluster analysis, which allowed 

grouping the E.U. members into two main clusters. 

Two panel data models were estimated, considering the two 

clusters formed. The GDP per capita turned out to be the 

factor that mostly influences the average earnings.  

Moreover, the results of our analysis are consistent with 

other empirical studies asserting that the relation between the 

foreign direct investment and the earnings is positive. Based 

on our econometric models we can also say that an increase of 

the unemployment rate will lead to a decrease of the average 

earnings.  
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