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Abstract: - In the last few years a myriad of computer graphic applications have been developed using standard programming techniques, which are mainly based on multicore general-purpose processors (CPUs) architectures. Due to the rapid turning towards high definition multimedia, more and more researches have been done that need both computational resources and memory space to achieve high performance. To this end, more recently the general-purpose computing on graphic processing units (GPGPUs) architectures, which are becoming increasingly programmable and scalable, have been adopted. Since the GPUs provide a vast number of simple, data-parallel, deeply multithreaded cores and high memory bandwidths, they have been used to provide a valid support in several fields such as image and video processing research area, medical and human applications. In this paper the most recent image and video processing techniques and relevant applications are reviewed, highlighting the advantages of using CUDA in terms of efficiency.
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1 Introduction

Nowadays, the advent of general purpose computing on GPUs have drawn a lot of researchers to prefer this new parallel processing platform to the multicore CPUs architectures. Since the massive parallelism, high memory bandwidth, and general purpose instruction sets (including single/double precision IEEE floating point arithmetic) of Computed Unified Device Architecture (CUDA) systems, it becomes important to revisit parallel programming model in order to find the best trade-off between computational convenience and hardware implementation costs [1]. Due to the power of the graphic processing units designed to exploit the multi-threaded capabilities of the multicore structure [2], several approach have been proposed for computing intensive application fields.

In particular, the GPUs have recently used in the field of computer vision [3-7] especially for all those operations characterized by multiple iterations, making this new technology increasingly competitive as regards price, speed and programmability. Thus, CUDA systems were taken into account as the reference hardware architecture for parallel processing created by NVIDIA.

The CUDA programming model (e.g. CUDA-C) allows the developers to exploit parallelism by writing simple C code that run in thousands of parallel invocations, or threads. These threads are managed by representing parallel tasks as kernels (the sequence of works to be executed in each thread) mapped over a domain (the set of threads to be invoked). The data to be processed by the GPU are copied to the graphics board’s memory. Data transfer is done by DMA (Direct Memory Access) and are persistent unless they are de-allocated, thus remaining available for next kernels. Fig.1 shows a reference schema for CUDA threads architecture.

---

**Figure 1** – CUDA Thread model: each kernel is assigned to a grid, each grid contains a number of blocks, each block contains threads (512 maximum per block).
To appreciate the impact of CUDA in the modern programming scenario and potentialities, the paper first discusses the advantage of CUDA programming on GPUs starting from the limits of CPUs multicore technologies, then in Sect. 3 a review of most recent works for GPU video and image processing in different domains will be illustrated. Concluding remarks and future directions are given in the last section.

2 Problems and Motivations

Today, one of the most interesting programming topic concerns the advantages of using the new GPU paradigm rather than CPU standard programming. In the past, when an algorithm working on standard single or multi-core processor was too slow, we waited for a future CPU able to execute the same code in a more efficiently way. Despite in the last few years the CPUs architecture have been increasingly improved with “many-core” processors, providing high parallelism, a lot of operations could be executed in a tiny time, especially in research fields such as i) video-surveillance for vehicles [8-10], animals [11-13] and humans [14-16], ii) medical image analysis [17-21], and iii) image restoration [22-24].

For this reason, parallel implementations of such applications have been developed more and more using GPU systems with the aim of achieving high speedups ranging from 10× to 100× and above. In the earliest versions, these GPU based applications were implemented via a graphics language. This limited its flexibility. With the advent of NVIDIA’s CUDA platform a hugely multithreaded general purpose architecture is provided, with up to 512 processor cores and thousands of threads executed at the same time. CUDA is programmable in C and capable of millions of floating-point operations per second [25]. This allowed the CUDA technology to be adopted across several domains ranging from image and video processing applications [26-30], computational chemistry [31], astrophysics [32], biomedical purposes including for example gene sequencing [33], CT reconstruction [34], and medical image segmentation [35-36].

In the next section a survey of such approaches, organized per domain, is given by pointing out how their higher performance opens new frontiers for CUDA based systems.

3 Review

Among the huge quantity of approaches that exploits CUDA for investigating improved efficiency, three main domains are reviewed: 1) general video and image processing applications, 2) biomedical applications and 3) video-surveillance applications.

3.1 CUDA for Image and Video Processing

Since the C-CUDA technologies have been made available, many image and video processing applications, such as image segmentation, edge detection for video segmentation and video coding, have been ported to CUDA.

3.1.1 Image Processing Approaches

Several approaches for image processing that exploit CUDA have been proposed in the last few years. They usually deal with edge detection and image segmentation algorithms that are commonly time-consuming.

For example, Yang et al. in [30] analyze the distinct features of GPU for developing histogram equalization (40× speedup), removing clouds (79× speedup), edge detecting (8× speedup) and DCT encoding and decoding (200× speedup and above). The architecture of the adopted CUDA implementation for histogram equalization is shown in fig. 2 where the input image data is split into N threads that compute the probability density function (needed for the image equalization) for a subset of the input data and then a master collect the results of each thread and provide the output data.
Most of the image and video processing approaches existing in the literature share a similar philosophy (data-based-parallelization) to port the sequential code into a CUDA implementation and it relies mainly on splitting the input into N threads and then a master node reassembles the results of each thread and provides the global result.

According to this approach, Catanzaro et al. in [28] examine efficient parallel algorithms for performing image contour detection, with particular attention paid to local image analysis as well as the generalized eigensolver used in Normalized Cuts. Yang et al. in [30] analyze the distinct features of GPU for developing histogram equalization (40× speedup), removing clouds (79× speedup), edge detecting (8× speedup) and DCT encoding and decoding (200× speedup and above).

Luo and Duraiswami in [37] and Park et al. in [38] propose two different approaches for Canny’s edge detection algorithm using CUDA. In the first case the authors present a comparison with CPU implementations using Matlab toolbox, whereas in the second case the authors demonstrate the efficiency of their approach by a parallelization and optimization of the Canny algorithm for data-intensive video motion tracking.

As concerns image segmentation, stereo vision and image restoration in [39] Vineet and Narayanan suggest a new implementation of graph-cuts algorithm to find the optimal MAP estimation of various Computer Vision problems defined over an MRF (Markov Random Field).

Finally in [40] Zhang and Nevatia describe an efficient design for scan-window based object detectors using a GPGPU framework. They use a generic methodology that can be applied to other objects, using different features and classifiers (like SVM) they achieve a more-than-ten-times speed up with no loss on detection rates.

### 3.1.2 Video Processing Approaches

Differently from image processing, few approaches that use CUDA have been proposed for video processing and the existing ones are mainly related to video segmentation and video coding. Gomez-Luna et al. in [41] present the parallelization of a video segmentation application on GPU hardware, which implements an algorithm for abrupt and gradual transitions detection. Colic et al. in [29] explore the use of parallelization opportunities in graphics processors to accelerate video encoding. They evaluate the capabilities of NVIDIA/CUDA and develop a process for implementing video/multimedia applications discovering that the difference in performance when CUDA is not used properly can be over 100×.

Lastly, Yu and Medioni in [26] propose a GPU-based implementation for building the background model and detecting motion regions (18 fps on 320×240 videos), in order to achieve significant acceleration over standard CPU.

### 3.2 Medical Applications

Due to the massive GPUs computational power for scientific computing, several medical applications have been rewritten by using CUDA technology following a data-based parallelization analogue to the one shown in fig. 2.

To this end in [42] Boyer et al. demonstrate how a biology application for the detection and tracking of white blood cells in video microscopy can be accelerated by 200× using a CUDA-capable GPU. In [43] Hartley et al. illustrate a CPU-GPU cooperative parallelization approach by implementing a large-scale biomedical image analysis application that contains a number of different kernels including streaming operators, co-occurrence matrices, convolutions, and histograms. The highest speed-up is achieved when all in
coexisting methods in CPUs and GPUs are combined.

Image segmentation is considered a fundamental task also in medical domain. Pan et al. in [35] and Ruiz et al. in [36] provided different implementation of several medical image segmentation algorithms using CUDA and CUDA-enabled GPUs, finding high improved performance in terms of speedup with respect to the sequential version of the considered algorithms.

Another aspect to be tackled when dealing with medical images is the registration phase. In [44] Modat et al. present a parallel-friendly formulation of the “free-form” deformation algorithm to perform non-rigid registration in medical image analysis, suitable for GPUs execution. In this approach they perform registration of T1-weighted MR images in less than 1 min providing the same level of accuracy of the classical sequential implementation. Similarly, Scherl et al. in [34] propose a C-CUDA implementation of the most time-consuming parts of FDK method (i.e. filtering and back-projection), to solve the three-dimensional reconstruction task in cone-beam CT. The authors explain the required transformations to parallelize the algorithm for the CUDA architecture providing an “on-fly” reconstruction, which happens right after the end of data acquisition.

Another interesting topic that have been addressed using CUDA is the data mining for discovering associations between biological entities [45]. On this field, to best of our knowledge, only one approach has been faced with CUDA [46], where the authors propose an evolutionary computing technique named Artificial Immune System (AIS) to refine explanatory models and successfully identify highly complex associations between genotypes and diseases.

### 3.3 Video-surveillance Applications

Recently, even in video-surveillance applications the CUDA technology has been successfully adopted giving an important contribution in the detection and tracking tasks. For example, Bilgic et al. in [47] propose a fast pedestrian localization framework that integrates the cascade-of-rejectors approach with the Histograms of Oriented Gradients (HoG) features, selecting the most informative histogram blocks with the AdaBoost algorithm, in a parallel architecture. By using the NVIDIA-CUDA framework on a GPU, they report a speed up of a factor 13 over the corresponding CPU implementation. This approach is also able to run at 8 frames per second for a 1.2 Megapixel image achieving near real time detection performance.

Similarly in [30] Tang and Goto proposed a GPU-based implementation to accelerate the computation of a multi scale block histogram of a template feature (MB-HOT) for pedestrian tracking which integrates gray value and gradient value information, and reflects relationship of three blocks. Like the previous approach this method provides very good performance and it is suitable enough to be adopted in several real time applications. Sugano and Miyamoto in [48] also tackles the problem of pedestrian recognition for automotive and security applications, focusing their attention on the tracking task. In particular to construct an accurate tracking scheme suitable for pedestrian recognition from distant observation points, they use multiple cues: HSV histogram and a HOG feature. This approach was implemented on NVIDIA Tesla C1060 processor (one of the latest GPGPU on the market) and achieved real-time processing performance. Lillywhite et al. in [49] propose a similar real-time human detection approach using histograms of oriented gradients method through the NVIDIA CUDA architecture on a GPU. The implementation significantly speeds up computation, achieving approximately 38 frames per second on a standard VGA video, whereas the accuracy in human detection remains comparable to the equivalent CPU implementation.

Another domain on which CUDA has been widely used is face detection and recognition. Nasse et al. in [50] consider the problem of face detection under pose variations by using an efficient implementation of convolutional neural networks, exploiting the computational power of modern graphics cards. Likewise, Devvari and Kumar in [14] propose a new and fast approach to perform real time face detection, which includes the enhanced Haar-like features and uses SVM (Support Vector Machine) for training and classification. Experimental result shown that the proposed architecture works well for high-resolution images.

### 4 Conclusions and Future Directions

The field of GPU computing is nearly to be mature as demonstrated by the massive growing of applications in different domains.

In this paper a survey of CUDA based approaches for image and video processing in different domains has been given. We have highlighted how many applications in these areas have been parallelized using CUDA, to achieve very high-performance in
time processing keeping the same performance in terms of accuracy.

The main part of the available CUDA based approaches dealt with the parallelization of generic image processing operations, whereas much more work should be done in the biomedical and video-surveillance fields. In image and video processing fields, we expect that CUDA based clustering techniques should allow to improve the real time control of metropolitan systems that highly influence life quality, e.g., the traffic flow management and the understanding of people behaviors to prevent dangerous situations. Often these systems rely on video processing approaches but they are very time-consuming making their application on real life environment a challenge.

In the next years, we would expect new work than simply “porting” existing algorithms to the GPU, in order to demonstrate principles, techniques and real advantages of using the available hardware. Fortunately, the accumulated body of developed approaches represents an interesting background for developers that want to use GPUs for general-purpose computing. Moreover, research groups are working on performing large-scale GPU computing exploiting large clusters of GPU-equipped computers [51].

In conclusion, the computational capacity and the rapid growth of GPU systems has allowed computer vision applications to reach performance in terms of processing times unimaginable even with the best performing multicore processors. However, in the near future we look forward to see improved the programmability and generality of future GPU architectures.
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