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Abstract: - The paper presents the development and implementation of a Large Eddy Simulation numerical algorithm 
for simulating turbulent reactive flows. The numerical algorithm is based on a 5 step modified Runge - Kutta 
numerical scheme with a dual time stepping numerical convergence acceleration technique, and employs a Localized 
Dynamic Turbulent Kinetic Energy turbulence model. The chemical reaction part of the algorithm is handled by a 
Linear Eddy Mixing combustion model. The paper described in brief the numerical algorithm, the turbulence model 
and the combustion model, highlighting the improvements they bring to the numerical solution in terms of accuracy 
and suitability to real life combustion problems. The algorithm validation is also performed, by comparison to 
experimental data and the literature and the superior algorithm accuracy is highlighted by comparison to numerical 
data resulting from previous numerical studies. The algorithm presented here is, to the knowledge of the authors, the 
first such complex implementation on Romania and will be used by Romanian researchers to tackle complex turbulent 
combustion problems with state-of-the-art methods and computational tools. 
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1   Introduction 
 
 
1.1 Previous Work 
With the recent advances in the computer technology, 
the numerical simulations of both  reactive and non-
reactive flow have become ever feasible and the use of 
numerical simulations for research studies is becoming 
ever more important. 
Reynolds Averaged Navier Stokes (RANS) simulations 
of premixed reactive flows  were reported by many 
researchers in the field [1, 2, 3, 4, 5] with varying 
degrees of success. However, important discrepancies in 
the numerical results could not be avoided due to 
shortcomings stemming mostly from the RANS' 
inability to handle the smaller turbulent scales that are 
key to the combustion process. 
The later development of the Large Eddy Simulation 
(LES) technique [6, 7, 8] allowed a significant 
improvement of numerical simulation accuracy in 
general. In LES, the three dimensional large scale 
motion is resolved, hence the geometry dependent flow 
features are captured accurately, and only the small 
scales that exhibit local isotropy are modeled. 
Due to its ability to resolve a larger range of turbulent 
scales, the method is more appropriate to simulate 
turbulent flows. Numerical simulations of premixed 
reactive flows using this technique were reported in 
references [9-18]. 

Stone and Menon [19, 20] and Duwig et al. [21] 
conducted LES of partially premixed combustion in 
swirling lows using spatially and temporally variable 
inflow equivalence ratio. An analysis of the dynamic 
response of the combustor to these variations in 
equivalence ratio has shown that the heat release 
oscillations caused by the variation in the equivalence 
ratio can either enhance, or damp the pressure 
oscillations in the combustor. 
A novel approach for LES of partially premixed 
combustion has been proposed recently [22, 23] based 
on the flame index approach that quantifies the 
occurrence in the flow of the premixed, or the non-
premixed combustion regime. Other studies [24] 
proposed a combination of the conserved scalar 
approach and the G-equation model for partially 
premixed combustion and validated the method by 
simulating a bluff body stabilized flow. 
Recently, numerical studies of the dynamics of the 
premixed bluff body stabilized flame using Lagrangian 
methods have been reported [25, 26, 27]. 
Some DNS studies have also been reported over the last 
years [28], but they are only limited to small domains 
due to the important computational cost that makes DNS 
prohibitive for real-life combustor numerical 
simulations. 
 

 

1.2 Combustion and Turbulence 
In most combustion related applications, the Reynolds 
number characteristic of the fluid flow in the flame 
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region is sufficiently high such that the combustion 
process occurs in a turbulent flow field. The effects of 
the turbulence are generally advantageous for the 
efficiency of the combustion, since turbulence enhances 
the mixing of component chemical species and heat 
[29], but adverse effects upon combustion can also 
occur, if the turbulence level is sufficiently high to 
create flame extinction. In turn, combustion may 
enhance the turbulence through dilatation and buoyancy 
effects caused by the heat release. Thus, a thorough 
understanding of the combustion process occurring in a 
combustor, for instance, would require first 
understanding the interplay and interdependency 
between combustion and turbulence. However, the field 
of turbulent combustion is still an open research 
topic ("the most significant unresolved problem in 
classical physics" [29]) and significant research efforts 
are currently underway towards this end. 
The most important theoretical issue that arises when 
considering turbulent combustion problems is the 
interdependency of the various time and length scales 
involved. Besides the diversity of scales brought into 
play by the turbulence, combustion occurs at molecular 
levels and involves a multitude of elementary chemical 
reactions, each with its own characteristic length scale. 
If one is to consider simultaneously the entire range of 
scales involved, the problem becomes a lot more 
complex and also, when numerical simulation is 
considered, more computationally expensive. Therefore, 
a simplifying hypothesis was sought: the so - called 
hypothesis of "scale separation" [29]. The hypothesis 
assumes that in the inertial sub-range the scales of the 
combustion process are separated from the scales 
characteristic for the turbulence. The idea behind it is 
that once the ignition point is reached and the chemical 
reaction moves on the upper branch of what the 
combustion literature calls "the S - shaped curve" [29] 
the chemical reactions are faster than any turbulent time 
scale and therefore the chemistry is independent of the 
inertial range turbulent mixing. 
However appealing through its simplicity, and popular 
for the variety of combustion models based on it, this 
hypothesis does not always hold true and accurate 
modeling of combustion processes occurring in a real 
application combustor requires more sophisticated 
combustion models that avoid this hypothesis. The 
combustion model used here, the Linear Eddy Mixing 
model is among the very few that maintain validity over 
the entire range of combustion regimes and, therefore, 
has proven superiority in terms of numerical accuracy 
when compared to classical combustion models, as 
employed by most commercial CFD software [30].  
 
 

2   Mathematical Formulation 
 
 
2.1 Governing Equations 
The equations governing the motion of an unsteady, 
compressible, reacting, multiple-species fluid, are the 
Navier-Stokes equations. 
The fully compressible Navier-Stokes equations 
describing the conservation of mass, momentum, total 
energy and conservation of N chemical species are: 

 
In the above equations, ui is the i-th velocity component, 
ρ is the mass density, p is the pressure, Ym is the species 
mass fraction of the m-th species, Vim is the diffusion 
velocity of the m-th species in the i-th direction, 

 
is the total energy per unit mass, and τij is the viscous 
stress tensor, defined as: 

 
where δij is the Kronecker function. 
Also, e is the internal energy per unit mass computed as: 

 
where hm is the species enthalpy per unit mass given by: 

 
In the above, ∆hf,m

0 is the enthalpy of formation per unit 
mass of the m-th species at the reference temperature T0, 
T is the temperature, and cP,m is the specific heat at 
constant pressure for the m-th species. 
Returning to Eq. 1, ωm is the mass reaction rate per unit 
volume of the m-th species: 

 
where L is the number of chemical reactions of the 
considered mechanism and N is the number of species, 
MWm is the mass fraction of the m-th species, ν"mk and 
ν'mk are the stoechiometric coefficients of the m-th 
species and for the k-th chemical reaction on the product 
and reactant side, respectively. Ak, αk and Ea,k are the 
Arrhenius rate pre-exponential coefficient, temperature 
exponent and activation energy for the k-th chemical 
reaction, respectively, T is the temperature and Ru is the 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 
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universal gas constant. Χm is the molar fraction of the m-

th species. 
The heat flux vector in Eq. 1 contains the thermal 
conduction (I), enthalpy diffusion (i.e. diffusion of heat 
due to species diffusion) (II), the Dufour heat flux and 
the radiation heat flux. Dufour heat flux and radiation 
heat flux are neglected [30], therefore: 

 

where the mixture averaged thermal conductivity is: 

 
the mixture averaged specific heat at constant pressure 
is: 

 
and Pr is the mixture Prandtl number. 
The pressure p is directly derived from the equation of 
state for perfect gas: 

 
Fick's Law is used to determine the species diffusion 
velocity: 

 
where Dm is the m-th species molecular diffusion 
coefficient. Gradients of temperature and pressure can 
also produce species diffusion [30] (Soret and Dufour 
effects, respectively) but these two contributions are 
neglected hereafter. 
The viscosity is determined using Sutherland's law: 

 
where µ0 is the reference viscosity at temperature T0 and 
TS = 110,4 K. 
Finally, total mass conservation is ensured by enforcing: 

 

 
 
 
2.2 LES Formulation 
The earliest application of the Large Eddy Simulation 
(LES)  methodology was performed by Smagorinsky 
[31] and important further developments of the method 
were introduced later [31, 32, 33, 34]. 
LES resolves both the large, geometry dependent 
turbulent scales and a fraction of the smaller energy 

containing scales within the inertial range, up to a level 
dictated by the resolution of the numerical grid, and only 
the remaining scales are modeled. If the grid resolution 
is appropriately chosen, the unresolved scales, by 
Kolmogorov's hypothesis [35] are isotropic and, 
therefore, more amenable to modeling. This approach 
not only provides a lot more information but since 
the energy contained in the unresolved scales is much 
less than in the RANS approach, is also less sensitive to 
modeling hypotheses. 
The separation between the large (resolved) and the 
small (modeled) scales is determined by the grid size ∆. 
Therefore, the Navier-Stokes equations have to be 
filtered with respect to the grid size in order to obtain the 
LES governing equations. A Favre spatial top-hat filter 
is employed to derive the LES equations. More details 
regarding the LES filtering and the different techniques 
are given by Ghosal [36] and Pope [37].  
By applying the above mentioned filtering process to 
Eq. 1, the LES filtered Navier-Stokes equations can be 
written as [33]: 

 
In the above, the over-bar denotes the spatial filtering 
and the ~ symbol denotes the Favre filtering. 
If, in the following, ksgs is the sub-grid turbulent kinetic 
energy, defined as: 

 
the LES filtered total energy per unit mass can be 
written as [30]: 

 
the LES filtered viscous stress tensor can be written as 
[30]: 

 
and the filtered heat flux as [30]: 

 
where the diffusion velocities are computed using the 
resolved gradient of the species mass fraction and qim

sgs 
represents the heat transfer via turbulent convection of 
species. 
Finally, the equation of state can be written in a filtered 
form as in terms of filtered velocities and 
temperature as: 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 
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The LES filtered equations (15) - (20) contain 
unresolved terms representing the effects of the 
unresolved scales on the resolved motion, resulting from 
the filtering process and denoted by the superscript sgs. 
Summarizing, the unclosed terms that need to be 
modeled are: the sub-grid kinetic energy, ksgs, the shear 
stress tensor, τij

sgs, the sub-grid enthalpy flux, Hi
sgs, the 

sub-grid viscous work, σi
sgs , the sub-grid convective 

mass flux, Φj,m
sgs, the sub-grid diffusive mass flux, 

Θj,m
sgs, the sub-grid heat flux, qi,m

sgs, the sub-grid 
temperature - species correlation term, Υsgs and the 

filtered reaction rate,  
 
 
2.3 Turbulence model 
The turbulence model, used to close the unresolved 
terms mentioned earlier, is a non - equilibrium model 
based on the sub-grid kinetic energy transport equation, 
initially developed by Schumann [38] and later 
improved by other researchers [39, 40, 41]. The model 
assumes isotropic turbulence at the sub-grid scales and 
tracks the sub-grid kinetic energy (ksgs) using a formally 
derived transport equation, equation solved along with 
the rest of the LES equations: 

 
where: 

 
In Eq. 24, term (I) represents the resolved convection, 
terms (II) and (III) the sub-grid turbulent convection, 
term (IV) is the sum of the sub-grid stress work (IV1) 
and the turbulent kinetic energy dissipation (Dsgs), term 
(V) represents the sub-grid transport of turbulent kinetic 
energy and (VI) the turbulent kinetic energy production 
(Psgs). Terms (II) to (VI) require closure. 
The three sub-grid turbulent convection terms (II), (III) 
and the sub-grid stress work (IV1) are modeled together 
as: 

 
Here, σk is a constant assumed to be unity [42]. 
The production of sub-grid turbulent kinetic energy 
(Psgs) can be expressed in terms of the sub-grid stress 
tensor: 

 
Finally, the dissipation of sub-grid turbulent kinetic 
energy (Dsgs) is modeled as: 

 
Once the sub-grid kinetic energy is known from solving 
Eq. 21, the sub-grid length scale is given by the filter 
size, ∆, the velocity scale, V

sgs is determined from k
sgs 

and the eddy viscosity is modeled as: 

 
The sub-grid stress tensor τij

sgs, is then closed using the 
sub-grid eddy viscosity and a gradient diffusion model at 
the grid cutoff scale: 

 
where the resolved strain rate is defined as: 

 
It is important to note that even though the sub-grid 
stress tensor model employs a gradient diffusion 
assumption, the large scale counter-gradient effects are 
accounted for, since the large scales are resolved. 
The sub-grid enthalpy flux Hi

sgs, is also modeled using a 
gradient assumption and the eddy viscosity given by Eq. 
26: 

 
where Prt is the turbulent Prandtl number, and the total 
enthalpy is given by: 

 
The turbulent Prandtl number is assumed in this study as 
unity, following earlier studies [30], but it is important 
to note that Prt can actually be dynamically computed 
based on the eddy viscosity and the thermal diffusivity. 
In Eq. 30,  is the specific mixture enthalpy. 
It was proved earlier [43, 44] that the sub-grid 
temperature - species correlation term, Υsgs can be 
neglected for low heat release cases but may become 
important otherwise. However, due to significant 
modeling difficulties it will henceforth be neglected. 
Also, the sub-grid work, σi

sgs, is neglected here, as in 
earlier studies [30]. 
Finally, closures for the filtered reaction rate, for the 
sub-grid convective and diffusive species fluxes, and the 
sub-grid heat flux will be given by the combustion 
model, to be described in the next subsection. 
In the previous equations there are two model 
coefficients Cε in Eq. 25 and Cν in Eq. 26 that are 
obtained dynamically as a part of the solution, using a 
method called the "Localized Dynamic Kinetic energy 
Model (LDKM) [45, 46]. 
The LDKM model assumes that the resolved and the 
unresolved small scales behave in a similar manner and, 
thus, the model coefficients can be computed using 
similarity relationships. First, a test-filter, operating in a 
region close to the cutoff scale, at the small, but still 

(20) 

(26) 

(27) 

(28) 

(29) 

(30) 

(21) 

(22) 

(23) 

(24) 

(25) 
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resolved, scales is defined. Usually, the size of the test-
filter is twice the LES resolution. Since the turbulent 
quantities are known at the test-filter level, the LES 
model coefficients can be determined by comparing 
quantities resolved at the two filter scales. For details on 
the LDKM model, see the cited work and also reference 
[30]. 
LDKM is locally stable in both space and time without 
smoothing. and its advantage consists in the fact that no 
spatial averages are required, which makes the model 
easy to implement in complex geometries. Past studies 
[47, 48], and commercial code evaluations [49] has 
demonstrated the reliability and accuracy of the LDKM 
closure. 
 
 
2.4 Combustion model 
 
2.4.1   Governing equations  

To close the remaining terms mentioned earlier, a more 
comprehensive closure of the scalar mixing and 
combustion, based on the Linear Eddy Mixing (LEM) 
model proposed by Kerstein [50] and developed later 
into a sub-grid model [50], is used. 
LEM is a stochastic approach aimed at simulating, rather 
than modeling the effects of turbulence on the 
chemistry, and it is not limited by the scale separation 
hypothesis, discussed earlier [29]. The parameters 
controlling the LEM turbulent mixing model require 
only the validity of the Reynolds number independence 
of free shear flows in the limit of large Reynolds 
numbers, which is a safe assumption for any flow of 
engineering interest [29]. Due to this extended validity 
range, the LEM model can be expected to perform well 
in any combustion regime, and to be able to accurately 
handle flames near to, or even outside, the flammability 
limits. 
In LEM, the scalar equations are not filtered, and instead 
the large scale advection, turbulent mixing by eddies 
smaller than the grid size, molecular diffusion and 
chemical reaction are resolved at their appropriate length 
and time scales inside each LES cell. While the LES 
filtered conservation equations for mass, momentum and 
energy are numerically integrated on the LES grid, the 
evolution of the species fields is tracked using a two-
scale, two-time numerical approach. 
For any scalar an exact and unfiltered Eulerian transport 
equation can be written as: 

 
where the first right hand side term represents the total 
convection, the second is the molecular diffusion (Dψ is 
the species dependent diffusion coefficient) and the last 

term is the unfiltered chemical reaction source term. The 
velocity vector can be decomposed into: 

 
where term (I) represents the LES resolved velocity, 
term (II) is the sub-grid velocity at the interface between 
LES cells determined using the known sub-grid kinetic 
energy, and term (III) is the small scale velocity 
fluctuation inside the LEM domain, unresolved at the 
LES level. By using Eq. 32 and regrouping the terms in 
Eq. 31, equations characterizing the large (Eq. 33), 
respectively small scale processes (Eq. 34) can be 
written: 

 

 

 
In the above, ∆tLES is the LES time step, ψn and ψn+1 are 
consecutive time values of the scalar ψ evolution, and 
ψ* is an intermediate solution, after the large scale 
convection is completed. In Eq. 34, the first term under 
the integral represents the sub-grid stirring, the second is 
the sub-grid molecular diffusion and the last accounts 
for the reaction kinetics. 
 
2.4.2   The small scale processes 

Molecular diffusion and chemical reaction contribution 
to the small scale transport are resolved on a one-
dimensional grid inside each LES cell at a resolution 
much finer than the LES resolution, and approaching the 
Kolmogorov scale. The one-dimensional computational 
domain is aligned in the direction of the flame normal 
inside each LES cell, ensuring an accurate representation 
of flame normal scalar gradients [50]. On this domain 
(denoted the LEM domain hereafter) molecular diffusion 
(term A below), chemical reactions (term B), diffusion 
of heat via species molecular diffusion (term C), heat 
diffusion (term D) and chemical reaction heat release 
(term E) are resolved, according to the equations below, 
written for the chemical species mass fractions (Eq. 35), 
respectively for the temperature (Eq. 36): 

 

 

 

(31) 

(32) 

(33) 

(34) 

(35) 

(36) 
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Here, the superscript LEM indicates values at the sub-
grid LEM level, and s is the spatial coordinate along the 
LEM domain. Fm

stir and FT
stir represent, respectively the 

effect of the sub-grid turbulence on the species m mass 
fraction field and on the temperature field. 
The chemical reaction rates are given using a chemical 
reaction mechanism for the problem at hand. For the 
case of the numerical simulation presented herein, a 5-
species, 1-step, reduced chemical mechanism for 
propane / air combustion was used. The chemical 
equation describing the mechanism is: 

 
with a reaction rate given by [52] 

 
where νm is the stoechiometric coefficient, Ak is a pre-
exponential factor equal to 8,6 x 10

11, Ea is the activation 
energy, equal to 3,0 x 10

4 calories / g, Ru,cgs is the 
universal gas constant expressed in calories / gram 
Kelvin, [X] represents the molar concentration of 
species X, in moles / cm3, and c1 and c2 are two 
coefficients, set to 0,1, respectively 1,65 for this case 
[52]. 
The current implementation assumes a calorically 
perfect gas, and the sub-grid pressure, pLEM is assumed 
constant over the LEM domain, and equal to the LES 
grid value, p, which is a valid assumption in the absence 
of strong pressure gradients [53]. 
Hence, the sub-grid density is computed from the 
equation of state at the sub-grid level: 

 
Radiation effects are neglected. The small-scale 
turbulent stirring (Fm

stir and FT
stir) is implemented 

explicitly on the same grid using stochastic 
rearrangement events that mimic the action of an eddy 
upon the scalar field using a method known as triplet 
mapping and designed to recover the 3D inertial range 
scaling laws [54]. Details on the triple mapping method 
are given elsewhere [30], and its effect on the scalar 
field is illustrated in Fig. 1. 
The location of this stirring event is chosen from a 
uniform distribution. The frequency at which stirring 
events occur is given by [50]: 

 
where Cλ stands for the scalar turbulent diffusivity, set 
to 0,0675 [55]. 
The eddy size, l, ranges from the Kolmogorov scale, η, 
to the grid size, ∆ with a distribution given by [50]: 

 

where the Kolmogorov scale is determined as: 

 
and Nη is an empirical constant that reduces the effective 
range of scales between the integral length scale and ´ 
but without altering the turbulent diffusivity [54]. The 
value used for this study is 5 [54]. 
 

 

 
Fig. 1 - Schematic representation of the triplet mapping 

 
2.4.3   The large scale processes 

Eq. 33 is modeled using a Lagrangian transport of the 
scalar field across the LES cells that ensures exact mass 
conservation and called splicing [53]. Thus, once the 
LES computations are completed at a given time step, 
LEM domain cells (and / or cell fractions) are 
exchanged between the LES cells in a manner that 
accounts for the mass fluxes across the LES cell faces. 
Thus, LEM cells are transferred between the LES 
volumes accounting for the mass fluxes through the LES 
cell faces. The order in which the cell transfer on each of 
the spatial directions is performed is dictated by the 
magnitude of the mass flux in the respective direction at 
the resolved level [56, 57]. Next, the number of LEM 
cells containing the mass flux to be transported 
to the adjacent cell is determined. If a fractional number 
is obtained, the LEM cell is split so that exact mass 
conservation is achieved. 

(37) 

(38) 

(39) 

(40) 

(41) 

(42) 
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The sufficiently small LES time step ensures that scalars 
are transported from one LES cell only to an adjacent 
LES cell, thus drastically reducing the complexity of the 
problem. 
 
2.4.4 The thermal expansion 

Since the pressure in the LEM domain is assumed 
constant and there is no pressure gradient term in Eq. 35 
or Eq. 36, the volumetric expansion of the LEM cell 
needs to be modeled separately, after each diffusion 
step, to account for the increase in volume through 
thermally generated pressure waves. This is done by 
changing the LEM cell volume according to the equation 
[57]: 

 
where n and n + 1 are two consecutive diffusion steps. 
Both the thermal expansion and the splicing procedure 
cause the LEM linear grids to be neither uniform, nor 
have the same number of cells in different LES cells. 
However, the triplet mapping procedure and the 
discretization method used to integrate the reaction 
diffusion equation require an uniform grid and a variable 
number of LEM cells in the computational domain will 
increase unnecessarily the complexity of the parallel 
numerical algorithm. Hence, a re-gridding procedure 
aimed at producing uniform grids with equal numbers of 
cells is applied [57]. 
 
2.4.5   The large - scale / small scale - coupling 

The coupling between the large scales resolved in the 
LES formulation and the small scales modeled by LEM 
is achieved in two ways. First, the LEM model 
implementation uses the super-grid pressure, sub-grid 
kinetic energy (modeled based on super-grid quantities) 
and super-grid convection velocities. 
On the other hand, the LEM model provides to the 
super-grid level Favre averaged (over the LES cell) 
values of species mass fractions. Based on those mass 
fractions, the super-grid temperature is computed. The 
sub-grid scalar fields in each LES cell are ensemble 
averaged to obtain the LES-resolved scalar field which 
are used in the LES energy equation and equation of 
state. 
 
 

3   Numerical Implementation    

 
 
3.1 The finite volume formulation 
The LES filtered Navier - Stokes differential equations 
(Eq. 15) together with the sub-grid kinetic energy 
transport equation (Eq. 21) are solved using a finite 
volume 5 stages modified Runge - Kutta scheme. For 

this, the computational domain is divided into small 
volumes using a Cartesian grid and the conservation 
equations (Eq. 18 and Eq. 21) are applied to these 
control in an integral form: 

 
where V is the control volume delimited by surface S. 
Here, Q is the state vector: 

 
F, G, H are the fluxes on the three spatial directions, x, y 
and z, composed of an inviscid part, a viscous part and a 
sub-grid contribution: 

 
In the above, the inviscid fluxes are defined as: 

 
The viscous fluxes are: 

 

(43) 

(44) 

(45) 

(46) 

(47) 
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The sub-grid contributions to the fluxes are: 

 
Finally, the source terms in Eq. (43) are: 

 
 
 
3.2 The Runge - Kutta scheme 
Eqs. (44) are solved using a cell centered, second order 
discretization on a multi-block grid, using a numerical 
algorithm based on a 5 stage modified Runge - Kutta 
scheme with artificial dissipation [58, 59, 60] that allows 
for a higher numerical stability at larger CFL numbers, 
thus reducing the solution time. 
Usually, Runge - Kutta schemes are employed for 
solving Ordinary Differential Equations (ODE), but they 

can also be applied to Partial Differential Equations 
(PDE) [61] by converting them into so called pseudo - 
ODEs. This achieved by separating out the partial 
derivative with respect to time and placing the remaining 
of the equation into a term that depends upon the 
dependent variable [62]: 

 
where α is any dependent variable. 
Thus, once the time differencing on the left hand side of 
Eq. 51 is completed, the partial differential contained in 
the right hand side term can also be spatially differenced 
and any ODE integration scheme, including Runge - 
Kutta, is now applicable. 
Generally, the modified m stages Runge - Kutta scheme 
can be formulated as: 

 
where n and n + 1 are two consecutive time steps, k is 
the current Runge - Kutta stage, Q is the state vector, αk 
are the Runge - Kutta scheme coefficients, for the case 
of a 5 stage scheme defined, in turn, as: 1/4; 1/6; 3/8; 
1/2; 1 and R*(Q) is the residual term that includes the 
contribution from Euler, viscous and sub-grid fluxes and 
the source terms. 
To eliminate spurious fluctuations of the state vector, 
second and fourth order artificial dissipation terms, 
based on pressure switches are added to the residual 
term [58, 63]: 

 
such that the new residual terms become now: 

 
In Eq. 53, the coefficients βk are set to 1.0; 0.0; 0.56; 
0.0; 0.44 for maximum numerical stability. 
 
 
3.3 The dual time stepping method 
The advance of the numerical solution in time can be 
achieved numerically in two generic ways: implicit or 
explicit. Explicit schemes use information at a given 
time t to compute the new value of the different 
variables at time t+∆t. On the other hand, implicit 
schemes use the information at time t + ∆t to compute 
the value of the different variables at time t + ∆t. 
The explicit method has the advantage of simplicity in 
implementation but it has significant numerical stability 
constraints, usually requiring times steps smaller than 
the physically achievable ones. Reversely, implicit 
methods are less constrained by numerical stability but 
are far more difficult to implement, especially in parallel 
algorithms. Jameson [64] proposed a method combining 
the advantages of the afore mentioned approaches, 

(48) 

(49) 

(50) 

(51) 

(52) 

(53) 

(54) 
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known as the dual time stepping approach. The 
governing equations are discretized implicitly with a 
second order backwards equation: 

 
The above mentioned approach also implemented in the 
algorithm described here, was to consider the second 
and third terms in the Eq. 55 as the total residual of the 
state vector on a fictitious pseudo time τ: 

 
where 

 
Thus, by solving Eq. 56 with a standard explicit method 
and using the maximum locally available time step until 
convergence to the steady state is iteratively achieved, 
the solution of Eq. 55 can also be advanced in time with 
a much larger time step. Specifically, it has been 
observed that in regions where momentum is close to 
zero the convergence of Eq. 55 is significantly delayed 
compared to the rest of the computational domain. In 
order to avoid an important increase in computation time 
with only marginal improvements in the accuracy of the 
solution, the maximum number of iterations performed 
in solving Eq. 55 is limited to 250 after which 
convergence is declared. Obviously, 
this introduces some inaccuracy in the solution, but it 
impacts strongly on reducing the computation time. 
 
 
3.4 The LEM implementation 
The first requirement for the numerical implementation 
of LEM is the numerical integration of the reaction 
diffusion Eq. 35 or 36. Previous studies [57] have shown 
that implicit schemes are very expensive in terms of 
memory requirements, so an explicit method is used in 
this study. The method uses an operator splitting 
technique [54, 65] based upon a sequential application 
of individual operators describing different physical 
phenomena, each at the appropriate time scale. 
In the reaction - diffusion Eq. 35 - 36, four distinct 
phenomena are identifiable, therefore four separate time 
scales: 
 
3.4.1.   Molecular diffusion timescale 

The time scale is associated to species and temperature 
transport by diffusion and is the largest timescale 
involved [57]: 

 
where ∆s is the LEM grid size, Dk is the diffusion 
coefficient of species k and κ· is a model constant, set 
here to 0:25 for reasons of numerical stability [57]. 

 
3.4.2   Chemistry timescale 

This time scale, ∆tchem, is associated to the chemical 
reaction rates and it is usually the smallest time scale 
[57]. Its value is determined by the stiffness of the 
chemical reaction rates equation system. The 
implementation in the current study uses a chemical time 
step 10 times smaller than the molecular diffusion time 
scale, ∆tdiffusion. 
 
3.4.3   Thermal expansion timescale 

The time scale is associated with the volumetric 
expansion induced by the increase in temperature 
through chemical heat release. In the current 
implementation it is assumed that, in the fast chemistry 
limit, the heat release is controlled by the molecular 
mixing [57], therefore: 

 
 
3.4.4   Turbulent stirring timescale 

The time scale is associated to the turbulent convection 
by small (sub-grid) eddies and is defined by: 

 
where λ is the turbulent stirring frequency, given by Eq. 
40. 
 
3.4.4   The operator splitting method 

To explicitly solve all these processes appropriately, an 
operator splitting method [66, 67] is used. This 
technique allows for decoupled time resolution of the 
chemical, diffusion and turbulent processes. Thus, at 
each LES time step the diffusion and stirring time scales 
are determined. The chemical species source terms are 
determined and integrated over the diffusion time step. 
With this term known, the reaction - diffusion equation, 
less the turbulent stirring contribution is integrated at the 
diffusion time step. After each integration time step, 
thermal expansion is implemented as described earlier. 
At a frequency given by Eq. 40, the integration process 
in interrupted by the triplet map rearrangement of the 
scalar fields simulating the turbulent eddy. 
From a numerical standpoint, the LEM domain 
resolution is a function of the LES resolution and the 
turbulence intensity. The length of the LEM domain, 
L

LEM is defined as: 

 
where NLEM is the number of LEM cells per LES cell and 
∆V

LES is the volume of the LES cell. For the triplet 
mapping algorithm to work, the resolution on the LEM 
domain has to be uniform and the number of LEM grid 

(55) 

(56) 

(57) 

(58) 

(59) 

(60) 

(61) 
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points has to at least 6 and a multiple of 3. The value 
used for this study is 12. 
 
3.4.5   The splicing algorithm 

After the sub-grid algorithm is completed at each LES 
time step and for each LES cell, a Lagrangian advection 
of the scalar LEM fields is performed using the LES 
resolved velocities. The splicing species transport 
between adjacent LES domains is achieved by the 
algorithm that splices the species field successively in 
the three spatial directions: 
The splicing is done once in every spatial direction and 
is performed using an upwind scheme. The absolute 
value and the sign of the filtered momentum term 
determines the order in which splicing is performed. The 
largest negative flux will be the first one to exit the LES 
cell, while the largest positive flux will be the last one to 
enter the LES cell. 
The effect of the splicing algorithm in a 2-D 
representation is presented in Fig.2. Further details on 
the splicing numerical procedure are given elsewhere 
[57]. 

 

 
Fig. 2 - Schematic representation of the triplet mapping 

 
Finally the re-gridding procedure presented earlier  is 
carried out to ensure uniform LEM grid resolution and 
constant number of LEM cells in all LES cells. 
 
 

4   Validation Results and Discussion 
 
 
4.1 Numerical setup 
The validation numerical simulations presented here 
where performed in a geometry that reproduces a 
previous experimental study the Volvo experiment [68] 
and consists of a rectangular duct of size 1.0 m x 0.24 m 

x 0.12 m with a triangular prism that extends between 
the two lateral walls of the combustor, as shown in Fig. 
3. The side of the bluff body triangular base, a, measures 
0.04 m. 

 
Fig. 3 - Schematic of the validation geometry 

The computational domain was divided into 10 blocks, 
and each block was discretized by a body fitting grid 
with dimensions given in Table 1 and positioned 
according to Fig. 4. 
 

Block i j k 

1 45 52 90 
2 35 52 90 
3 278 52 90 
4 90 52 90 
5 278 81 90 
6 90 81 90 
7 45 52 90 
8 35 52 90 
9 278 52 90 
10 90 52 90 

Table 1 - Computational grid dimensions 

 
Fig. 4 - Spatial disposition of the computational blocks 

 
The computational grid is stretched both axially and 
transversally and provides the maximum resolution in 
the two separated shear layers, immediately downstream 
of the bluff body, resolved by about 20 grid points. The 
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grid stretching is maintained under 5 percent for reasons 
of numerical stability. 
For the LEMLES, 12 LEM cells are used in each LES 
cell. Using the predicted k

sgs and the local ∆, the 
maximum local sub-grid Re∆ is 130 and η = 25 x 10

-6 m. 
Thus, scales down to about 3η are resolved in the sub-
grid. Due to heat release, the local Re∆ in most of the 
grid will be lower than this value and hence, the sub-grid 
resolution is considered acceptable. 
The inflow velocity is 17:3 m/s with a 2 percent 
turbulence intensity under standard atmospheric 
conditions. The reference Reynolds number based on 
inflow velocity and bluff body height is 45500. The 
inflow consists of a propane - air mixture of 0.65 
equivalence ratio. The simulations are carried out for 
five flow-through times before the flow statistics are 
collected, and the time averaged data presented herein 
are collected over a period equal to five flow-through 
times. 
 
 
4.2 Time averaged results 
This section will presents the time averaged results of 
the validation numerical simulation denoted LEMLES, 
compared to experimental data in the literature [68]. 
Results of an earlier numerical simulation of the same 
geometry using an Eddy Break - Up [69] combustion 
model are also included, for comparison, and denoted 
EBU. 
Figure 5 presents the normalized axial velocity profile 
along the combustor centerline, behind the bluff body 

 
Fig. 5 - Centerline variation of the normalized time-

averaged axial velocity. The velocity is normalized by 
the inflow value, and the distance is normalized by the 

bluff body size, a. 
The numerical result matches closely the experimental 
data. Immediately downstream of the bluff body, the 
velocity is negative and reaches a negative maximum of 
about 0,75 of the inflow velocity at about twice the size 
of the bluff body, in agreement with the experimental 

data The length of the recirculation region is about 3.75 
a. After the end of the reverse flow zone, the mean axial 
velocity increases upstream to gradually approach an 
outflow velocity about three times larger than the inflow 
velocity, due to the addition of chemical energy through 
combustion.  
Both numerical studies using two different combustion 
models yield equally accurate results, although the 
current study appears to show slightly better agreement, 
which is due to a better temperature prediction in the far 
field, as it will be shown later. 

 
Fig. 6 – Transverse profiles of the normalized time-

averaged axial velocity, at the normalized axial 
locations, from left to right: 0.375 a, 0.95 a, 1.53 a, 3.75 

a and 9.4 a. The velocity is normalized by the inflow 
value, and the distance is normalized by the bluff body 

size, a. 
In the transverse direction, the accuracy of the current 
numerical simulation results is also acceptable, as seen 
in Fig. 6. In addition to the experimental and numerical 
results mentioned earlier, a third set of numerical data 
pertaining to another previous study [18], marked by 
letter G in Fig. 6 and using an Eddy Dissipation Model 
(EDM) is also shown for comparison, The numerical 
accuracy of the current study is not significantly 
improved in this case when compared to the earlier 
work, except that the current study predicts a more 
accurate axial velocity in the free stream, correlating 
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well with the improved temperature predictions, to be 
shown later. Also, far downstream, the centerline 
velocity becomes over-predicted by the EBU models, 
indicating that the predicted acceleration rate is slightly 
off. 
In the case of the transverse component of the time-
averaged velocity, the agreement with the experimental 
[68] is generally good, as shown in Fig. 7. 
The large scale vortical structures, created by the 
presence of the bluff body, decrease in intensity with the 
distance from the obstruction, as the wake momentum 
deficit diminishes and the flow tends to recover its initial 
axial direction. The maximum transverse velocity is 
about 30% of the inflow velocity, and is achieved at 
about 0.4 a. A notable feature of the flow field is the 
sudden decrease of the transverse velocity at the flame 
front. This behavior correlates with the pair of 
stationary, counter-rotating vortices that form at the 
sharp edge of the bluff body in the case of a reacting 
flow around it. The effect disappears further 
downstream, where the intensity and the coherence of 
the vortices weaken. 

 
Fig. 7 – Transverse profiles of the normalized time-
averaged transverse velocity, at the normalized axial 

locations, from left to right: 0.375 a, 0.95 a, 1.53 a, 3.75 

a and 9.4 a. The velocity is normalized by the inflow 
value, and the distance is normalized by the bluff body 

size, a. 
Overall, even if from a validation standpoint the 
numerical results obtained by using the algorithm 
presented herein are excellent, these results appear to 

suggest only modest improvements when using the LEM 
combustion model. However, the improvements do 
appear in regions where mixing between the products 
and the reactants is occurring and where the flame 
structure exists. This subtle fact becomes clearer when 
the time-averaged temperature profiles are compared in 
Fig. 8. As earlier, the numerical data reported by 
Giacomazzi et al. [18] is shown for comparison 
It can be seen that the earlier EBU study under-predicts 
the mean temperature in the centerline region. As a 
consequence, the flame thickness is overestimated by 
EBU as well [30] and the EBU flame is slower to 
respond to the turbulent fluctuations, and the 
intermittency effect is not captured accurately in this 
case. As a consequence, the turbulent flame brush is not 
captured accurately and a smaller spreading rate in the 
transverse direction is predicted by EBU, error that 
becomes more prominent further downstream.  
Also, EBU tends to under-predict the centerline values 
by as much as 10%. It can be noted that the centerline 
region is also the region of low turbulent kinetic energy 
and EBU will predict here a reduced turbulent mixing 
rate. However, the experimental data show that the 
temperature maintains its high value over a large portion 
of the domain, so even with a reduced mixing rate the 
premixed reactants entrained in this region should burn 
at a high rate. The LEM model, on the other hand, 
avoids estimating the controlling rate and simulates the 
involved processes, thus allowing for a more accurate 
prediction of the temperature. The more accurate 
prediction of heat release results in more accurate 
spreading rates, which is reflected in the velocity field, 
as discussed earlier.  

 
Fig. 8 – Transverse profiles of the normalized rms of the 

axial velocity fluctuation, at the normalized axial 
locations, from left to right: 0.375 a, 0.95 a, 1.53 a, 3.75 

a and 9.4 a. The velocity is normalized by the inflow 
value, and the distance is normalized by the bluff body 

size, a. 
These results demonstrate the subtle and global effects 
of using a more comprehensive combustion and mixing 
model as LEM. The significantly larger errors yielded 
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by the EDM numerical study [18] are probably due to 
insufficient grid resolution. 
 
 
4.3 Turbulent fluctuations 
The axial and the transverse velocity fluctuations along 
the transverse axis are presented, respectively in Figs. 9 
and 10, together with previous experimental [68] and 
numerical [18, 69] data. 
For the axial component, the EBU model tends to under-
predict the velocity fluctuations at the centerline, while 
LEM predicts values in significantly better agreement 
with the experimental data due to the more accurate 
modeling of the flame - turbulence interaction. In the 
shear layer, the velocity fluctuations are generally over-
predicted by both models, although the over-prediction 
decreases downstream, especially for LEM. The over-
prediction by EBU is about twice as large in the near 
field when compared to LEM for both axial and 
transverse fluctuations.  

 
Fig. 9 – Transverse profiles of the normalized rms of the 

axial velocity fluctuation, at the normalized axial 
locations, from left to right: 0.375 a, 0.95 a, 1.53 a, 3.75 

a and 9.4 a. The velocity is normalized by the inflow 
value, and the distance is normalized by the bluff body 

size, a. 

 
Fig. 10 – Transverse profiles of the normalized rms of 
the transverse velocity fluctuation, at the normalized 

axial locations, from left to right: 0.375 a, 0.95 a, 1.53 a, 

3.75 a and 9.4 a. The velocity is normalized by the 
inflow value, and the distance is normalized by the bluff 

body size, a. 
 
 

4   Conclusion 
The main goal of this work was to develop and 
implement an efficient, highly scalable computational 
algorithm able to accurately capture the subtle features 
of a highly turbulent reactive flow. The best suited CFD 
method for this is a compressible LES approach. 
Although numerous such algorithms exist and have been 
successfully used in the past, this is, to the knowledge of 
the authors, the first such complex implementation on 
Romania and will be used by Romanian researchers to 
tackle complex turbulent combustion problems with 
state-of-the-art methods and computational tools. 
The LES algorithm was validated by simulating a 
reactive flow behind a bluff body and by comparing the 
results against earlier experimental [68] and numerical 
data [18, 69]. The simulation results have shown the 
superiority of the LEM closure. On theoretical grounds, 
this was to be expected, since LEMLES needs no 
assumption about the decoupling between the turbulent 
scales and the combustion scales in the inertial range 
(the so-called "scale separation hypothesis" and, 
therefore, maintains its validity over the entire range of 
combustion regimes. Previous numerical simulations of 
similar geometries [2, 9, 18, 69, 70] have all failed to 
capture the correct experimentally measured spreading 
rate. A common feature of these studies was the laminar 
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chemistry assumption embedded in the combustion 
models (Eddy Dissipation Model [18, 70], or EBU [2, 9, 
69]). As the simulated flame was proved to extend out of 
the validity range of the above mentioned combustion 
models, into the broken reaction zone regime [30], the 
flame thickness predicted by such models was over-
predicted rendering the flame front less susceptible to 
turbulent fluctuations in the flow. Hence, flame surface 
wrinkling is significantly more pronounced in LEMLES, 
the flame structure is more complex, and the far field 
spreading of the wake is closer to the experimental 
observations. The time-averaged temperature in the low 
turbulence centerline region is underestimated by EBU, 
due to under-predicted turbulent mixing rates in the 
region. Consequently, the velocity fluctuations are also 
better predicted by the current study using LEM. 
The current LEMLES implementation was proven to 
yield accurate results and is, therefore, suited for in-
depth numerical studies of turbulent combustion. In 
combination with the LDKM model, the algorithm 
presented here has no adjustable ad-hoc parameters and 
is able to handle the entire range of combustion regimes 
and equivalence ratios. 
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