
Mathematical Treatment of Uncertainty in the
Speech Recognition Process

Hesdras Oliveira Viana, Diogo Pereira Silva de Novais, Roque Mendes Prado Trindade

Abstract—One of the main difficulties in the speech recognition
process is the treatment of the imprecisions around it. They have
origin in the differences between the articulatory system of each per-
son and the physical properties of the sound propagation. Moreover,
the circuits involved in the sound storing and analysis works with a
degree of uncertainty and also adds some imprecision in the process.
This paper discuss the applications of mathematical methods used
to treat uncertainty in the computational speech recognition and the
possibility of using interval analysis for this propose.

Keywords—Speech Recognition, Mathematical Treatment, Uncer-
tainty, Fuzzy, Hidden Markov Model, Interval Analysis.

I. INTRODUCTION

ACCORDING to Ladefoged [1], one of the main
difficulties in the acoustic analysis of speech is the

lack of possibility of analyzing the original sound. It occurs
because when the sound is stored through analogical or
digital devices what is analyzed is not the produced sound,
but the captured one instead.

Even if the sound is captured in a soundproof booth
it brings with it a series of uncertainty because of the
characteristics of the human speech natures and the intrinsic
imprecisions of the circuits used in the process. Moreover,
the conversion of analogical audio into digital audio for
computational analysis involves two discretizations, sampling,
in time domain, and quantization, in the amplitude domain
[2]. As well as any substitution of a infinite model for a
finite one, the sampling and the quantization produce errors
[3] which reflect directly in the accuracy of the speech
recognition results.

The mathematics provides some resources to treat the
uncertainty and the lack of accuracy in the modeling of
a event. Neural Networks, Hidden Markov Models, Fuzzy
Logic and Probabilistic Models, such as Bayesian Networks,
are largely used for the decision-making with uncertainty.
Interval Arithmetics are used to improve the accuracy of
numeric calculations but are used also in the representation
of uncertainty.

This paper presents and discuss Fuzzy Sets, Hidden Markov
Models and Neural Networks characteristics and applications
in Speech Recognition and discuss about the possibility of
using of interval analysis in a similar way of these other
methods in the computational speech recognition.
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II. FUZZY SETS

The classical set theory can represent efficiently problems in
which is always possible determine if a given element is or
not is a member of a set according to it’s properties. The
problem is that some problems doesn’t provides informations
to defines clearly the boundaries of a set according to the
characteristics of it’s members. That’s difficult, for example,
define a boundary between the warm and the hot or between
good and bad.

In this context, the Fuzzy Sets Theory was created to mod-
eling more efficiently problems inherently uncertain, where is
very difficult or even impossible to determine with completely
security if an element is or isn’t a member of a set.

According to Klir [4], a crisp (or a classical) set A can be
defined as:

A = {x|P (x)} , (1)

where P (x) evaluates if x is a member of the set A. Alterna-
tively, sets can be represented by a characteristic function XA

defined as:

XA =

{

0 if x ∈ A
1 if x � A

(2)

The function XA in the crisp sets relates members of A
with members of {0, 1} and can be formally expressed by:

XA : X → {0, 1} . (3)

Whereas in the fuzzy sets, the equivalent function XfA can
be expressed by:

XfA : X → [0, 1] , (4)

where the value returned by the function XfA is a number in
the interval [0, 1] and represents the degree in which x is a
member of A.

The main difference between crisp sets and fuzzy sets is
the cardinality of the codomain of the characteristic func-
tion. The fuzzy set has an infinite cardinality or the biggest
cardinality supported by the system in the case of discrete
systems, whereas the crisp set has cardinality equals to 2.
This characteristic of the fuzzy sets make them interesting
for problems involving uncertainty, in these cases, the degree
in which an element is member of a set, represents the degree
of correctness in which it meets some characteristic.

An example of application of fuzzy theory in the treatment
of uncertainty in speech recognition is the master degree work
of Mills [5], in which was done a isolated digits recognizer
using fuzzy versions of some known algorithms used in speech
recognition.

The same word spoken by different people has, between
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other variations, variations in the loudness and in the velocity.
To treat these variations, Mills [5] used a fuzzy version of
the SDP (Symmetric Dynamic Programming) algorithm, to
approximate two sounds in waveform in time domain. Once
the SDP has a complexity O(n2), in Mills [5], was not
done any analysis in frequency domain to avoid the excessive
hardware consuming, because it would be necessary to use
Fourrier Transform or LPC (Linear Predictive Coding) to
analyse sounds in the frequency domain.

During the tests in Mills [5], the fuzzy version of the
algorithms had obtained in the worst case the same efficiency
of the crisp algorithms.

III. HIDDEN MARKOV MODEL

A Hidden Markov Model (HMM) is a stochastic model of
state machine which has basically two states, the observable
states and the hidden one’s. Commonly, the hidden states are
used to modeling physical characteristics of the problem [6].
The transitions between the observable states are predefined,
whereas in the hidden states, they are defined through a
probability matrix generated by some specific algorithm based
on random events.

According to Rabbiner [7], an HMM can be defined by:

A =
{

aij |aij = P (qn+1 = j|qn = i) = P (qn+1
j |qnj )

}

(5)

B = {bj(xi)|bj(xi) = P (xi|q = j) = P (xi|qi)} (6)

π =
{

πi|πi = P (q1 = i) = P (q1i )
}

. (7)

The expression (5) distributes the probability of transition from
a state i to the state j, always having the same probability.
In the expression (6), for each pair P (xi|qi) there is a
correspondent probability distribution of return in the case of
a discrete HMM, or a probability distribution function for a
continuous HMM. The term bj(xi) refers to probality (in the
discrete case) or verisimilitude (in the continuous case) of the
simbol xi generated by the state qj . Finally, the expression
(7) refers to probability distribution of the first state. In the
left-right models, normally is assumed π1 = 1 and πi = 0 for
each i �= 1.

An important characteristic of the HMM’s is the ability of
model events dynamics in time domain. Thus, they can be
implemented for pattern recognition in the speech signal as in
the temporal analysis as in acoustic analysis or both [8].

Some important works in speech recognition with HMM
are:

• Saadeq et al [9] proposes a new ASR (Automated
Speech Recognition) applied to electromyographic and
vibrocervigraphic and with HMM temporal modeling, to
reduce the noise level;

• Kim et al [10] using HMM’s to Korean digits recognition
through the orthogonal mother Wavelets. They have ob-
tained a recognition rate higher than the LPC descriptors
and the MFCC (Mel-Frequency Cepstral Coefficient);

• Hwang [11] propose the shared distribution model to
substitute generalized triphone models for independent
ASR with HMM’s. He have obtained the reducing of
redundant states, getting a better recognition rate;

• Other works in speech recognition with HMM’s are Tolba
[12], Tan et al [13], Sarikaya et al [14], Zhu et al [15],
Alcaim et al [16], Chan et al [17], Hosom [18] and Jiang
et al [19].

ASR’s with HMM’s for isolated words recognition, have
obtained an efficiency higher than 95% for some vocabularies
with around one thousand words, for different speakers.

IV. NEURAL NETWORKS

Many algorithms and other mathematical models are inspired
in process and nature agents. A lot of abstract structures,
for example, stacks, queues and trees were influenced for
concrete entities. As this models, the neural networks were
inspired in a nature structure, in this case, the organization
and communication of human neurons.

A neural network is formed by a set of nodes or units,
which are connected by links. Each link has a weight
associated to it. Each unit has input links from other units and
output links for other units. The main idea is the possibility of
each unit works depending exclusively on it‘s inputs, without
be necessary it have a global knowledge of the network [20].

Figure 1. A unit of a neural network [20].

The figure 1 shows a unit of a neural network, where w i,j is
the weight of the link for the unit i, aj the input value of the
link, g(ini) the input value applied to the activation function
and ai the output value of the unit i. A neural network, as
soon as it’s created, have it’s weights adjusted in a random way
and it’s learning occurs through the adjustment of it’s weights
with a training algorithm. This algorithm works in the follow
way:

• a input value is attributed for the network and the output
value is observed;

• if the output value is right, nothing is done;
• if it’s wrong, the error is calculated and the links which

contributed for the decision have it’s weights adjusted
proportionally to the error.

This technique is known as error backpropagation. Neural
networks are commonly used to pattern recognition in envi-
ronments statics in time domain or in a located segment of
time [21]. Because of this characteristics, it hardly can be
used to make temporal analysis of speech signal [21]. Because
this problem, neural networks are usually combined with other
models, doing just the acoustic analysis of speech. In his work,
Tebelskis [21], used a hybrid model, with neural networks
doing acoustic analysis and HMM’s doing temporal analysis.

Other application for speech recognition are proposing
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the using of neural networks of the SVM (Support Vector
Machine) type as classifiers.

In this context, some important works are:

• Daveport and Garudadri [22] used the database TIMIT for
neural networks training. He have obtained a recognition
rate of 84%;

• Yuk [23] have used speech recognizer in different envi-
ronments and observed that neural networks works well
with noise environments;

• Picone [24] have used a hybrid model with SVM and he
have obtained a upper performance than just HMM as
classifier;

• Juneja [25] observed a better efficient in SVM classifiers
than HMM’s ones for phonemes classification;

• Abdulla [26] proposed the use of SVM for phonemes
separation and got a upper efficience than HMM in intra-
word phonemes detection.

• Other importants works in speech recognition with neural
networks and SVM are Abe and Inoue [27], Clarkson and
Moreno [28], Mporas et al [29], Melin et al [30] and Lin
and Lee[31].

The exposed works show that neural networks and SVM can
work well in environments with noise, and presented goods
results too in phoneme detection.

V. INTERVAL ANALYSIS

Between two real numbers there are infinite numbers. Using
digital computers to solve problems involving real numbers
is a very discussed problem, because digital computers are
discrete and are not capable of representing this continuous
space.

Programming Languages commonly use float point arith-
metic to represent a subset of the real numbers in computers.
These numbers are constructed, some times, through rounding
or truncating of real numbers. Thus, using float point arith-
metic, the obtained solution is a approximation of the real
solution, but the size of the imprecision is not represented.

Interval analysis proposes the representation of a interval
of real numbers as a new numeric type formed for two real
numbers, one representing the lower bound and the other
representing the upper bound [32].

A interval can be defined as a closed bounded set of real
numbers, and can be represent as follows [32]:

[a, b] = {x : a ≤ x ≤ b} (8)

The main advantage of using intervals is that the imprecision
can be considered and represented during all the process,
whereas in the float point notation, immediately later the
rounding or truncating, the information about the imprecision
is lost. However, it’s importante to remember that computers
can not represent all real intervals, once the bounds of the
interval will be represented by a discrete number, usually, a
float point number.

One of the advantage of intervals is the possibility of
considering the uncertainty during the calculations. To make it
possible, Moore [32] defined a specific arithmetic for intervals,

where the usual operations are defined as:

X ∗ Y = {x ∗ y : x ∈ X, y ∈ Y } , ∗ ∈ {+,−,×,÷} . (9)

Beyond the basic arithmetics, a series of other mathematical
definitons already have a interval version, such as the Integral
[32] and the Line Integral [33] and others used in digital signal
processing.

Before discuss a interval version of mathematical “tools”
for digital signal processing, it’s important to define a digital
interval signal. Based on the conceps of Oppenheim and
Schafer [34], Chen [35] and Lyra [36], we deduced that a
digital interval signal can be seen as a signal represented by
a sequence of digital intervals, where the lenght of each term
represents the degree of imprecision of the signal. In this
scope, digital interval signals can represent the uncertainty
of circuits and activities involved in the speech recognition
process, the microphone and the discretizations, for example.

The discrete convolution is the most important operation
of digital signal processing. It is a linear system. If a linear
system is fully specified by impulse response then it satis-
fies all mathematical convolution conditions. It can also be
used for average move filter implementation. The concept of
convolution is strongly correlated with the concept of mobile
average. The output of a linear system can be given by
the convolution of input with the impulse response of the
system. In statistics, the density function of the probability
of the sum of two independent variables X and Y is given by
the convolution of the respective probability density function.
In the multiplication of polynomials, the coefficients of the
product is given by the convolution of the coefficients of input
polynomials [37].

Other mathematical “tools” already has a interval version,
such as the fourier transform used to analyse a signal originaly
in time domain in the frequency domain; the Z-transform [38],
used to make analysis on the linear system used in the signal
processing; and the K-means interval algorithm used in the
separation of patterns [39].

Similarly to the work of Mills [5] with fuzzy logic, the
substitution of classical methods for interval methods in the
speech recognition can improve the results, once the uncer-
tainty will be considered during the analysis.

Other important question related to the use of interval
analysis in speech recognition is the concept of the distance
between two intervals. We see the use of distances in several
areas, such as cluster algorithms for automatic classification
of data of high dimensionality in the work of Fu and Huang
[40], and in problems of segmentation for audio by Sundaram
and Narayanan [41]. The concepts of acoustic distance and
phonemic distance are presented in Lin and Lee [31]. Although
Moore proposed a metric to measure the distance between two
intervals, it can not represent efficiently the uncertainty, once
the distance of two intervals of uncertainty is a real number
in his definition. Trindade [42] proposed and defined an strict
interval metric, that generalizes the Euclidean distance, where
the distance between two intervals is a interval. The proposed
metric accomplishes the numeric aspect if one takes an interval
as an approximation of a real number and the logic aspects if
one takes an interval as a fuzzy information.
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VI. CONCLUSION

This paper presented some of the main mathematical re-
sources used to treat the uncertainty in the computational
speech recognition, it’s characteristics, applications and re-
sults.

Among the most widely used method for speech recogni-
tion, we see that the Hidden Markov Model has been exten-
sively used in conjunction with neural networks, presenting
a high rate of recognition, especially when done through the
Support Vector Machine classifier.

The fuzzy logic begins to be applied to speech recognition.
The use of fuzzy version of classical algorithms have permit-
ted the representation of the uncertain nature of the speech
recognition problem and have provided better results.

Another contribution of this papers is the discussion about
use of interval analysis in the digital signal processing and the
possibility of applications in speech recognition. It presented
the existence of important tools signal processing and an strict
interval metric that can represent the uncertain in the notion
of distance of two intervals, and accomplish with the vision of
intervals like a approximation of a real number and logically
as a fuzzy information.

This paper can serves as basis for understanding and com-
parisons between the discussed models and their applications
in speech recognition. As future works are experiments with
interval analysis in speech recognition, other combinations of
these methods, and the possible definition of a interval acoustic
or phonetical distance.
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