Model of Parts of Active Network Element

V. Skorpil and P. Zednicek

Abstract - In previous papers a new model of the active network element has been described that is not controlled classically by sequential circuits but by neural networks. The Hopfield and the Kohenen networks proved to be the best suited for this use. This work describes selected parts of the model, with increased attention given to working with packets. The simulation has been designed using the MATLAB environment and the Simulink program.
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I. Introduction

In the contribution the active network element is studied. The main source for the work is ref. [1]. We will be concerned with a simple switch that according to the priorities and direction of the path of input packets boots the respective packets to the output. The switch is specified by the basic transmission parameters.

- Number of lines is the number of I/O communication ports, which the given switch contains
- Transmission capacity of lines - each line has its transmission capacity in Gb/s
- Delay - time difference between the arrival of the packet, subsequent processing and its output from the switch
- Loss is caused by rejection of packets due to overflow of buffers or higher traffic rules (firewall) [3]
- Throughput shows how effectively the switch can transfer input data to the output per unit of time. The ideal value is 100%
- Memory performance - each switch includes a buffer whose size differs depending on the architecture
- Processor/computing performance requirements depend on the complexity of algorithms for the management of data units in the switch

II. Model of active switching element

The model contains the basic blocks, its simplification is appropriate for the description of the activity (Fig.1). It consists of two inputs and two outputs (there exists extension for four or more inputs and outputs), two input queues and a control block with neural network. The switching area ensures switching [3].

The input and output blocks are responsible for the receipt, transmission and check of packets. The input queues are of the type of VOQ memory (Virtual Output Queuing), and in the model they act as input buffers. They are the FIFO queues, their principle consists in that the memory of each input port is divided into N virtual queues, while N is the number of ports and each queue contains only data designed for the port. It is possible to realize queues for each priority class; the number of queues is always the square of the number of ports.

Fig. 1 Model of active network element controlled by neural network

The role of a control block is to decide what packet from the queue will be connected to the output port. The input queues provide the priority value of the packets that are the first in the queue at a given time [6]. From these values, a priority vector is set up, which is the input for the control neural network. The output of these blocks is the configuration vector.

The switching area provides the physical connection and the transfer of packets between the input and the output. The connection is controlled by the configuration vector. There are several types of switching areas; we will examine only the single way areas. Characteristic of the single way area is the linking of just one path between one input and output. For the four port router, there may be a maximum of four independent connections. We use one of the most widely used switching areas, the crossbar switch. The number of switching nodes is equal to N², where N is the number of ports. The
connection between the input port i and output port j is obtained by setting the switching element (i,j) into the connection state. Setting into the connection state can be triggered for each switching element automatically by the arrival of the packet with the corresponding address output. This process can take place independently of the other cells [5]. Using this solution, the control of the switching area will be simplified considerably, and the switching area will become self-controlled, i.e. the control functions are distributed among the switching elements [2]. The benefits of choosing this structure can be specified as follows:
- There is no internal blocking
- The structure is simple and switching works on high frequencies
- Easy modularity and the possibility of parallel sorting multiple arrays

A. Training set, priority and configuration vectors

The priority vector contains the value of the priorities of all the packets that are on the first positions of the input queues. The values of the priorities are set in the model in the range 0-10. Zero, "0," indicates an empty queue - no packet. The priority value of "0" may not be transferred in any packet, it is designed only for internal settings. The highest priority, i.e. packet that will have precedence over the other packets, is the number "10". The lowest priority is "1". For example, the VoIP packet should have a priority of 10, the FTP transfer a priority of 1. The size of the priority vector is given by the number of input queues.

The configuration vector is the result of the calculation of the neural network. This is the pattern that best corresponds to the given priority vector. It contains only binary values, the logical value "1" corresponds to the switched node in the switching area, and the value "0" or "-1" to the sleep disconnection node. Its size is the same as the size of the priority vector. For the Hopfield neural network the configuration vector serves at the same time as an initialization vector-learning pattern [7]. In the case of the configuration vector two unwanted states can occur. This is the emergence of conflicts and multi-port transfers. A collision occurs when in the switching area two inputs are interconnected with one output. This leads to interference and data from the two inputs will mutually interfere. In the case of multi-port transfer there will be no violation of data integrity but this situation is not implemented in the model presented because it is only a basic model.

$$N = P^I$$  \hspace{1cm} (1)

The training set is usually a set of priority vectors and their associated configuration patterns. Finding the correct training set is often a key role when solving optimization problems. With the increasing number of ports and rules the number of possible combinations of input vectors for neural network is increasing. The dependence of the number of configuration patterns and priority vectors on the number of ports is given in Table 1. The number of the configuration patterns equals the factorial of the number of ports and thus includes only the states where only one packet can be routed to one output [4]. One packet thus cannot be routed to multiple output ports. If none of the input queues includes packets, the priority vector contains the values of the "0" priorities, the control block selects the nearest member of configuration pattern. The number of priority vectors is increasing according to the equation:

$$N = P^I$$

where P is the maximum value of the priorities, and I is the size of priority vector. As is clear from the Table, which has been calculated for P = 10, the set of input combinations of priority vectors is huge [9]. Even if the number of ports is small, working with such a large set is time consuming.

<table>
<thead>
<tr>
<th>Port</th>
<th>Priority vector</th>
<th>Configuration pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$10^{exp4}$</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>$10^{exp9}$</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>$10^{exp16}$</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>$10^{exp25}$</td>
<td>120</td>
</tr>
<tr>
<td>6</td>
<td>$10^{exp36}$</td>
<td>720</td>
</tr>
<tr>
<td>7</td>
<td>$10^{exp49}$</td>
<td>5040</td>
</tr>
</tbody>
</table>

Tab. 1 The number of priority vectors and configuration patterns for 10 priority classes

B. Algorithms for sorting and selecting

The implementation of the algorithm for queuing control is an important part of the algorithm, which is responsible for the selection of data units from the buffer and their dispatch to the switching area. These algorithms are the parts which are being replaced by neural networks. We will use mainly the following algorithms and their modifications.

- FIFO- the basic implementation of the algorithm always selects the oldest cell in the queue. A very undesirable property of the algorithm is the phenomenon of queue blocking, which occurs when the output is not free [8]. In this case no cell will be transferred from the buffer of a given port, even in the event that there are other cells in the buffer which tend to free outputs [2]. This queue is easy to implement but it is the least efficient

- VOQ-(Virtual Output Queuing) – has the function of input buffers in the model
- PIM-Parallel Iterative Matching- iteration algorithm that uses the VOQ and random selection
- iSLIP – Iterative Round-Robin with SLIP—extends the capabilities of PIM [2]

C. The frame and packet format

The basic level of the model is in Figure 2 [1]. It consists of three main parts. The first part is used to generate and store the test packets. The second part is a model of the switch. The third part is blocks dedicated to the presentation of the measurement results.

![Fig. 2 Network element with testing circuits and with evaluation part](image)

C. The frame and packet format

The basic level of the model is in Figure 2 [1]. It consists of three main parts. The first part is used to generate and store the test packets. The second part is a model of the switch. The third part is blocks dedicated to the presentation of the measurement results.

The structure of the frame and the packet are in Figure 3 [1]. It consists of three main parts. The first part is used to generate and store the test packets. The second part is a model of the switch. The third part is blocks dedicated to the presentation of the measurement results.

![Fig. 3 Structure of the frame and packet](image)

The beginning and the end of the frame are represented by two boundary blocks “-1”, “-2”, which are used for the detection of the frame. The blocks between them are part of the packet. The packet contains:

- The Length of the packet and the frame. The minimum length is the number of blocks, i.e. 9 values (samples). The maximum length is physically not limited
- The Target is the address; in our case, the value of the output vector
- The Source is the address of the port from where the packet originated
- The Priority of the packet, or also the Priority Class. The values must be in the range <1,10>; a larger number has a higher priority and therefore takes precedence over a smaller number
- Sequence is the sequence number of the packet
- Data, the content of user data, the minimum size is one sample.
- Packet dispatch time. It is used to measure the delay and jitter

D. Packet Generator

The Packet Generator generates packets according to a defined configuration table. It is set using the graphical form of the block - see Table 2. It is possible to set up to ten (or more) separate services with specific settings. Individual services may overlap each other as regards applications; there may even be a few identically set services, which increases the probability of service selection. The "Target", "Interval" and "Size" areas may contain a vector, i.e. a range of values [7]. The vector must have only two components, for example [1 of 4]. These two items have two values in the configuration matrix. The parameter "Size" must not contain a smaller value than "9". The parameter "Fill" is designed to fill in the user data, and its minimum value is "1". The entry "Priority" indicates the size of the priority for the packet. Its value must be between <1,10>.

The Graphics menu is created using the Matlab GUI editor. Fig. 4 [1] shows the created generating algorithm. This is based on the external sync clock "Tick", whose period corresponds to the sampling frequency of the entire model. The variable "Config" represents the configuration table of priorities, and "Data_out" is the output data port of the generator.

After starting the simulation, the "Delay" state is activated first. One of the priority classes is selected randomly and depending on the class setting in the configuration matrix packet the delay is randomly generated. After the "Wait" time, individual parts of the packet will start to be sent [5]. In the "Sequence" state the serial number of the outgoing packet is calculated. The algorithm assigns numbers according to the priorities and the target address; this information is stored in the array "Seq". Furthermore, the user data length is generated and it
is sent successively. Subsequently the current state of the simulation and the last character of the frame are inserted. The cycle is repeated from the state of "Delay".

<table>
<thead>
<tr>
<th>Service</th>
<th>Priority</th>
<th>Target</th>
<th>Interval</th>
<th>Source</th>
<th>Size</th>
<th>Fill</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>[1 4]</td>
<td>[1 10]</td>
<td>4</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>[1 4]</td>
<td>5</td>
<td>4</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>[1 4]</td>
<td>7</td>
<td>4</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab 2 Service settings for packet generator

Fig. 4 Algorithm for packet generation

E. Packet Recorder

This block is used to store and again reproduce the data flow. The recorded flow is stored in the Matlab Workspace [8]. It is inserted following the generator of the packet. It has three working modes:
- transit mode, there is no selection in the settings, a regular connection between input and output
- saving the stream in the Workspace
- loading a data flow from the Workplace

III. Control Element with Hopfield Network

Block diagram of control element with the Hopfield network is in Fig. 5 [1].

The priority vector is led to the first input of the „Switch“ block and the value of detector „Can_Use_Prior“ is conveyed to its control input via the leading edge detector. If the variable changes the state from "0" to "1", the first input in the „Switch“ block is linked with the output, and the priority vector is brought to the input block of the neural network [6]. The neural network performs one calculation of the configuration vector and sends the result back to the third input of the “Switch” block and to the „Product Ready“ block. In the „Product Ready“ block the result and the stabilization of the network are tested, and thus whether the vector contains the values "1" and "-1". If the vector meets the condition (is correct), it is sent to the “Recurrence“ block, which covers the maximum number of recurrences. Through this block it goes to the output. If the condition is not met, the “Switch” in the next sample is switched over to the third output (leading edge detector = "0") and the feedback of the neural network is interconnected. A recurrence connection is created. In the event of an overrun of the maximum number of recurrences, the „Recurrence“ block calculates the configuration pattern from the priority vector. The calculation is based on the distribution of the vector to quartets, from which the highest priority is then selected. It is allocated "1" and the remaining values are set to "0".

IV. Evaluation

Fig. 6 [1] shows the number of incoming packets from the individual input ports to output port 3. The number of received packets is usually dependent on the size of the delay. The dependence of the delay of packets is displayed in Fig. 7 [1]. The values are obtained from the output of port 3. The x-axis shows which values of the priorities were switched over to the output port. In this case they were priorities of 1, 3, 4, 5 and 10. The diagram shows that the highest priority (10) does not have the expected minimum delay.
V. Conclusion

The aim of the work was to design and simulate an appropriate model of active network element controlled by an artificial neural network. The element has been optimized for priority switching of input requirements for the outputs. First, the theoretical model of a network element with appropriate neural networks was described. The Hopfield network, the self-assembling Kohenen maps and the Perceptron neural network were tested. These tests are described in another paper. In the case of the Hopfield network the least number of recurrences was solved for the given number of inputs of the active element. The model has been implemented in the Simulink environment and contains all the components of a network element. It appears that the best network for use studied is the classical Kohenen network without optimization; excellent results are also given by the Hopfield network.
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