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Abstract: In this paper, an efficient fast secure routing protocol for MANET is presented. Fast packet detection is a 

critical issue to overcome intrusion attack. Here, a new approach for fast packet detection during data transmission is 

presented. Such algorithm uses fast time delay neural networks (FTDNNs). The operation of these networks 

relies on performing cross correlation in the frequency domain between the input data and the input weights of 

neural networks. It is proved mathematically and practically that the number of computation steps required for 

the presented FTDNNs is less than that needed by conventional time delay neural networks (CTDNNs). 

Simulation results using MATLAB confirm the theoretical computations. This security algorithm is involved 

with Ad hoc Dynamic Source Routing (DSR) protocol based on mobility prediction, named as MDSR. Such 

protocol controls route discovery, route keeping and route switching according to the distance and mobility 

estimation of the neighbor nodes. The proposed protocol is implemented by using a modified NS2. The 

performance of the proposed protocol is described. Simulation results are given. 
 

Keywords:: Fast Neural Network; Cross Correlation, Frequency Domain, Packet Detection, Routing (DSR) Protocol. 

 

1. Introduction 
 

For intrusion detection, it is important to detect 

packets during transmission of data sequence through 

computer networks. Recently, time delay neural 

networks have shown very good results in different 

areas such as automatic control, speech recognition, 

blind equalization of time-varying channel and other 

communication applications. Here, the response time 

of time delay neural networks is reduced. This is done 

by performing the operations in the frequency domain 

instead of the time domain. This approach was 

successfully applied for sub-image detection using fast 

neural networks (FNNs) as proposed in [5]. 

Furthermore, it was used for fast face detection, and 

fast iris detection. Another idea was presented to 

further increase the speed of FNNs through image 

decomposition [6].  

 

FNNs for detecting a certain code in one dimensional 

serial stream of sequential data were described in 

[7,8]. Compared with conventional neural networks, 

FNNs based on cross correlation between the tested 

data and the input weights of neural networks in the 

frequency domain showed a significant reduction in 

the number of computation steps required for certain 

data detection [5-8].  Here, we make use of the theory 

of FNNs implemented in the frequency domain to 

increase the speed of time delay neural networks for 

packet detection [5-8]. The idea of moving the testing 

process from the time domain to the frequency domain 

is applied to time delay neural networks. Theoretical 

and practical results show that the proposed FTDNNs 

are faster than CTDNNs.   

 

Mobile Ad hoc Network (MANET) [10,11,12,17] 

comes from the Defense Advanced Research Projects 

Agency (DARPA), which is a network that each node 

processes packet routing without infrastructure. The 

fast equipping and mobile self-organization characters 

push MANET the hot point in wireless 

communication, especially the route protocol, e.g., 

now Internet Engineering Task Force (IETF)’s 

MANET working Group is searching for the 

comments [14,15].  
 

Today routing protocol is approximately divided 

into table-driven routing protocol and On-Demand 

routing protocol [11,13] according to its trigger 

mechanism. Table-driven routing protocol is based 

upon the established routing tables, thus owns small 

delay. Its virtue is to not wait for establishing route 

while information are transmitted and delay is small. 

Meanwhile, on-demand routing protocol looks for 

routing when demanded, where the node usually 

needn’t maintain routing technically. Hence it is 

suitable for MANET and is widely researched 

recently.  
 

On-demand routing is usually made up of two 

processes named routing set up and routing maintain. 

When nodes need transmit information, they broadcast 

route set up packets and search the optimal path 

without storage of the routing information, resulting in 
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effective bandwidth and memory save. But it is 

apparently at the cost of delay due to the set up 

procedure. Accordingly, this style represents in Ad 

hoc Dynamic Source Routing (DSR) [15]. 
 

This paper presents a new DSR routing protocol based 

on mobility prediction (MDSR). It can control node 

route by keeping and switching route through 

estimating the neighbor node’s distance and predicting 

the neighbor node’s mobility to fit fast changed 

network topology. This mechanism reduces the end-

to-end delay effectively and enhances the real-time 

character, which is very important to the voice 

communication and the video communication. 
 

Theory of neural networks for pattern detection are 

described in section 2. Section 3 presents FTDNNs for 

detecting certain packet in serial data. Section 4 

presents a DSR routing protocol. We investigate the 

proposed routing protocol (MDSR) in section 5. 

Section 6 elaborates on the simulation environment 

and the experimental results. In section 7, we present 

our conclusion. 
 

2. Theory of ANNs for Pattern Detection  

Artificial neural network (ANN) is a mathematical 

model, which can be set one or more layered and 

occurred from many artificial neural cells. The wide usage 

of the ANN may be due to the three basic properties: (1) 

the ability of the ANN as a parallel processing of the 

problems, for which if any of the neurons violate the 

constraints would not affect the overall output of the 

problem; (2) the ability of the ANN to extrapolate from 

historical data to generate forecasts; and (3) the successful 

application of the ANN to solve non-linear problems. The 

history and theory of the ANN have been described in a 

large number of published literatures and will not be 

covered in this paper except for a very brief overview 

of how neural networks operate. 

The ANN computation can be divided into two phases: 

learning phase and testing phase. The learning phase forms 

an iterative updating of the synoptic weights based upon the 

error back propagation algorithm. Back propagation 

algorithm is generalized of least mean square learning rule, 

which is an approximation of steepest descent technique. To 

find the best approximation, multi-layer feed forward neural 

network architecture with back propagation learning rule 

is used. A schematic diagram of typical multi-layer feed-

forward conventional time delay neural network 

architecture is shown in Fig. 1. The network has five 

inputs and one output neuron in its linear output layer. The 

number of neurons in the hidden layer is varied to give the 

network enough power to solve the problem. Each neuron 

computes a weighted sum of the individual inputs (I1, I2, …, 

Ij) it receives and adding it with a bias (b) to form the net input 

(x). The bias is included in the neurons to allow the 

activation function to be offset from zero.  

bIwIwIwsum jj ++++= ...... ,122,111,1
      (1) 

Where, wji is the connection weight between neuron j and 

neuron i. The net input (sum) is then passed to the 

subsequent layer through a non linear sigmoid 

function to form its own output (yj). 

( )sum

j ey −+= 11                      (2) 

Afterward, the output yj was compared with the target 

output tj using an error function of the form: 

( ) ( )
jjjjk yyyt −−= 1δ                     (3)  

For the neuron in the hidden layer, the error term is 

given by the following equation: 

( )
k

k

kjjj wyy ∑−= δδ 1                   (4) 

where δk is the error term of the output layer, and wk is 

the weight between the hidden layer and output layer. 

The error was then propagated backward from the 

output layer to the input layer to update the weight of 

each connection at iteration (t + 1) as follows: 

( ) ( )
( ) ( )( )1

1

−−+

+=+

twtw

ytwtw

jiji

jjjiji

α

δη
             (5) 

Choosing a small learning rate η leads to slow rate of 

convergence, and too large η leads to oscillation. The term α 

is called momentum factor and determines the effect of past 

weight changes on the current direction of movement. Both 

of these constant terms are specified at the start of the 

training cycle and determine the speed and stability of the 

network. The process was repeated for each input pattern 

until the error was reduced to a threshold value.  

 

3. Real-Time Packet Detection by using 

FTDNNs 

Finding a certain packet of information, in the 

incoming serial data, is a searching problem. First 

neural networks are trained to classify the defected 

packets which contain intrusion codes from others that 

do not and this is done in time domain. In packet 

detection phase, each position in the incoming packet 

is tested for intrusion code. At each position in the 

input one dimensional matrix, each sub-matrix is 

multiplied by a window of weights, which has the 

same size as the sub-matrix. The outputs of neurons in 

the hidden layer are multiplied by the weights of the 

output layer. When the final output is high, this means 

that the sub-matrix under test contains the required 

information in data sequence and vice versa. Thus, we 

may conclude that this searching problem is a cross 

correlation between the incoming serial data and the 

weights of neurons in the hidden layer.   

The convolution theorem in mathematical analysis 

says that a convolution of f with h is identical to the 

result of the following steps: let F and H be the results 

of the Fourier Transformation of f and h in the 

frequency domain. Multiply F and H* in the 

frequency domain point by point and then transform 

this product into the spatial domain via the inverse 
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Fourier Transform. As a result, these cross 

correlations can be represented by a product in the 

frequency domain. Thus, by using cross correlation in 

the frequency domain, speed up in an order of 

magnitude can be achieved during the detection 

process [5-25]. Assume that the size of the attack code 

is 1xn.  In attack detection phase, a sub matrix I of 

size 1xn (sliding window) is extracted from the tested 

matrix, which has a size of 1xN. Such sub matrix, 

which may be an attack code, is fed to the neural 

network. Let Wi be the matrix of weights between the 

input sub-matrix and the hidden layer. This vector has 

a size of 1xn and can be represented as 1xn matrix. 

The output of hidden neurons h(i) can be calculated as 

follows [5]:  













+∑

=
=

i
b(k)I(k)

n

1k
i

Wg
i

h                (6) 

where g is the activation function and b(i) is the bias 

of each hidden neuron (i). Equation 1 represents the 

output of each hidden neuron for a particular sub-

matrix I. It can be obtained to the whole input matrix 

Z as follows [5]: 














∑
−=

++=
n/2

n/2k
i
 bk)   Z(uk)(

i
Wg(u)

i
h          (7) 

Eq.6 represents a cross correlation operation. Given 

any two functions f and d, their cross correlation can 

be obtained by [4]: 














∑
∞

∞−=
+=⊗

n
n)d(n)f(xf(x)d(x)             (8) 

Therefore, Eq. 7 may be written as follows [5]: 

( )
i

bZ
i

Wg
i

h +⊗=                      (9) 

where hi is the output of the hidden neuron (i) and hi 

(u) is the activity of the hidden unit (i) when the 

sliding window is located at position (u) and (u) ∈ [N-

n+1].  

Now, the above cross correlation can be expressed in 

terms of one dimensional Fast Fourier Transform as 

follows [5]: 

( ) ( )( )
i

W*FZF1FZ
i

W •−=⊗             (10) 

Hence, by evaluating this cross correlation, a speed up 

ratio can be obtained comparable to conventional 

neural networks. Also, the final output of the neural 

network can be evaluated as follows:  














∑
=

+=
q

1i
ob)u(

i
h (i)oWgO(u)              (11) 

where q is the number of neurons in the hidden layer. 

O(u) is the output of the neural network when the 

sliding window located at the position (u) in the input 

matrix Z. Wo is the weight matrix between hidden and 

output layer. 

The complexity of cross correlation in the frequency 

domain can be analyzed as follows: 

1- For a tested matrix of 1xN elements, the 1D-FFT 

requires a number equal to Nlog2N
 

of complex 

computation steps [13]. Also, the same number of 

complex computation steps is required for computing 

the 1D-FFT of the weight matrix at each neuron in the 

hidden layer.  

2- At each neuron in the hidden layer, the inverse 1D-

FFT is computed. Therefore, q backward and (1+q) 

forward transforms have to be computed. Therefore, 

for a given matrix under test, the total number of 

operations required to compute the 1D-FFT is 

(2q+1)Nlog2N. 

3- The number of computation steps required by 

FTDNNs is complex and must be converted into a real 

version. It is known that, the one dimensional Fast 

Fourier Transform requires (N/2)log2N
 

complex 

multiplications and Nlog2N complex additions [3]. 

Every complex multiplication is realized by six real 

floating point operations and every complex addition 

is implemented by two real floating point operations. 

Therefore, the total number of computation steps 

required to obtain the 1D-FFT of a 1xN matrix is: 

ρ=6((N/2)log2N) + 2(Nlog2N)           (12) 

 

which may be simplified to: 

ρ=5Nlog2N                          (13) 

4- Both the input and the weight matrices should be 

dot multiplied in the frequency domain. Thus, a 

number of complex computation steps equal to qN 

should be considered. This means 6qN real operations 

will be added to the number of computation steps 

required by FTDNNs.  

5- In order to perform cross correlation in the 

frequency domain, the weight matrix must be 

extended to have the same size as the input matrix. So, 

a number of zeros = (N-n) must be added to the 

weight matrix. This requires a total real number of 

computation steps = q(N-n) for all neurons. Moreover, 

after computing the FFT for the weight matrix, the 

conjugate of this matrix must be obtained. As a result, 

a real number of computation steps = qN should be 

added in order to obtain the conjugate of the weight 

matrix for all neurons.  Also, a number of real 
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computation steps equal to N is required to create 

butterflies complex numbers (e
-jk(2Πn/N)

), where 

0<K<L. These (N/2) complex numbers are multiplied 

by the elements of the input matrix or by previous 

complex numbers during the computation of FFT. To 

create a complex number requires two real floating 

point operations. Thus, the total number of 

computation steps required for FTDNNs becomes: 

σ=(2q+1)(5Nlog2N)+6qN+q(N-n)+qN+N           (14) 

which can be reformulated as: 

           σ=(2q+1)(5Nlog2N)+q(8N-n)+N           (15) 

6- Using sliding window of size 1xn for the same 

matrix of 1xN pixels, q(2n-1)(N-n+1) computation 

steps are required when using CTDNNs for certain 

attack detection or processing (n) input data. The 

theoretical speed up factor η can be evaluated as 

follows: 

   N n)-q(8N N) 1)(5Nlog(2q

 1)n-1)(N-q(2n

2 +++
+

=η             (16) 

CTDNNs and FTDNNs are shown in Figures 1 and 2 

respectively. 

Time delay neural networks accept serial input data 

with fixed size (n). Therefore, the number of input 

neurons equals to (n). Instead of treating (n) inputs, 

the proposed new approach is to collect all the 

incoming data together in a long vector (for example 

100xn). Then the input data is tested by time delay 

neural networks as a single pattern with length L 

(L=100xn). Such a test is performed in the frequency 

domain as described before.  

The theoretical speed up ratio for searching short 

successive (n) code in a long input vector (L) using 

time delay neural networks is listed in tables 1, 2, and 

3. Also, the practical speed up ratio for manipulating 

matrices of different sizes (L) and different sized 

weight matrices (n) using a 2.7 GHz processor and 

MATLAB is shown in table 4.  

 

 

 

Table 1: The theoretical speed up ratio for packet detection (packet length=400). 

Length of 

serial data 

Number of computation steps required for 

CTDNNs 

Number of computation steps required 

for FTDNNs 

Speed up 

ratio  

10000 2.3014e+008 4.2926e+007 5.3613 

40000 0.9493e+009 1.9614e+008 4.8397 

90000 2.1478e+009 4.7344e+008 4.5365 

160000 3.8257e+009 8.8219e+008 4.3366 

250000 5.9830e+009 1.4275e+009 4.1912 

360000 8.6195e+009 2.1134e+009 4.0786 

490000 1.1735e+010 2.9430e+009 3.9876 

640000 1.5331e+010 3.9192e+009 3.9119 

Table 2: The theoretical speed up ratio for packet detection (packet length=625). 

Length of 

serial data 

Number of computation steps required for 

CTDNNs 

Number of computation steps required 

for FTDNNs 

Speed up 

ratio  

10000 3.5132e+008 4.2919e+007 8.1857 

40000 1.4754e+009 1.9613e+008 7.5226 

90000 3.3489e+009 4.7343e+008 7.0737 

160000 0.5972e+010 8.8218e+008 6.7694 

250000 0.9344e+010 1.4275e+009 6.5458 

360000 1.3466e+010 2.1134e+009 6.3717 

490000 1.8337e+010 2.9430e+009 6.2306 

640000 2.3958e+010 3.9192e+009 6.1129 
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Table 3: The theoretical speed up ratio for packet detection (packet length=900). 

Length of 

serial data 

Number of computation steps required for 

CTDNNs 

Number of computation steps required 

for FTDNNs 

Speed up 

ratio  

10000 4.9115e+008 4.2911e+007 11.4467 

40000 2.1103e+009 1.9612e+008 10.7600 

90000 4.8088e+009 4.7343e+008 10.1575 

160000 0.8587e+010 8.8217e+008 9.7336 

250000 1.3444e+010 1.4275e+009 9.4178 

360000 1.9381e+010 2.1134e+009 9.1705 

490000 2.6397e+010 2.9430e+009 8.9693 

640000 3.4493e+010 3.9192e+009 8.8009 

Table 4: Practical speed up ratio for packet detection. 

Length of serial data Speed up ratio (n=400) Speed up ratio (n=625) Speed up ratio (n=900) 

10000 8.94 12.97 17.61 

40000 8.60 12.56 17.22 

90000 8.33 12.28 16.80 

160000 8.07 12.07 16.53 

250000 7.95 17.92 16.30 

360000 7.79 11.62 16.14 

490000 7.64 11.44 16.00 

640000 7.04 11.27 15.89 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. CTDNNs. 
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Fig.2. FTDNNs. 

 

An interesting point is that the memory capacity is 

reduced when using FTDNN. This is because the 

number of variables is reduced compared with 

CTDNN.  

 

4. DSR Protocol 
 

DSR is an entirely on-demand ad hoc network 

routing protocol composed of two parts: Route 

Discovery and Route Maintenance. In this section, we 

describe the basic form of Route Discovery and Route 

maintenance in DSR.  
In DSR, when a node has a packet to send to some 

destination and does not currently have a route to that 

destination in its Route Cache, the node initiates 

Route Discovery to find a route; this node is known as 

the initiator of the Route Discovery, and the 

destination of the packet is known as the Discovery's 

target. The initiator transmits a Route Request 

(RREQ) packet as a local broadcast, specifying the 

target and a unique identifier from the initiator. Each 

node receiving the Route Request, if it has recently 

seen this request identifier from the initiator, discards 

the Request. Otherwise, it appends its own node 

address to a list in the Request and rebroadcasts the 

Request. When the Route Request reaches its target 

node, the target sends a Route Replay (RREP) back to 

the initiator of the Request, including a copy of the 

accumulated list of addresses from the Request. When 

the Replay reaches the initiator of the Request, it 

caches the new route in its Route Cache [19].  

Route Maintenance is the mechanism by which a 

node sending a packet along a specified route to some 

destination detects if that route has broken, for example 
because two nodes in it have moved too apart. DSR is 

based on source routing: when sending a packet, the 

originator lists in the header of the packet the 

complete sequence of nodes through which the packet 

is forwarded. Each node along the route forwards the 

packet to the next hop indicated in the packet’s 

header, and attempts to confirm this by means of a 

link-layer acknowledgment or network layer 

acknowledgment. If, after a limited number of local 

retransmissions of the packet, a node in the route is 

unable to make this confirmation, it returns a Route 

Error to the original source of packet, identifying the 

link from itself to the next node was broken. The 

sender then removes this broken link from its Route 

Cache; for subsequent packets to its destination, the 

sender may use any other route to its destination in its 

Cash, or it may attempt a new Route Discovery for 

that target if necessary. 
 

5. A Proposed DSR Protocol 

Our proposed routing protocol based on mobility 

prediction combined with the DSR routing protocol.  
Figure 1 shows a sketch map on mobility prediction. 

Node D moves to node D′ in Velocity V .  The radial 

distance varies from d to d′ relative to node S and the 

radial velocity act as V and V
'

r Thus the movement 

difference is the  ∆d ==== d − d′. After calculating the 

I1 

O/P 

Hidden 

 Layer 
IN 

 

IN-1 
 

I2 
 

Cross correlation in the frequency 
domain between the total (N) input data 

and the weights of the hidden layer. 

Output 

 Layer 
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received power Pr, d, is determined by:  

4/1 /. rt PPkd =                          (17) 

Here, we suppose that all nodes have the same 

transmission power Pt The neighbor node’s velocity is 

given by: 

tdV ∆∆= /                       (18) 
 

where,  ∆t is spacing time for twice measurement. 
 

By the positive or negative of v value, we can 

determine movement direction parameter of neighbor 

nodes that are outward node S or inward node S for 

instance: 

 


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         (19) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3:  Sketch map on mobility prediction. 

 
By estimating space distance d, neighbor’s 

movement velocity v and neighbor’s movement 

direction, we can predict effective communication 

area whether node leaves off one another. If node’s  
movement direction is outward and d is already close 

to effective communication radius and v is relatively 

large, we may in advance start up routing detection 

and establish a new route before current path breaks 

off. In the suitable time path switching will be 

finished. So we may decrease delivery delay duo to 

suddenly route breaking off by prediction technique 

effectively.  
According to analysis above mentioned, we 

provide an equation 20 for estimating effective 

communication area that neighbor node will outward. 

VrTmin+d=Dcomm                            (20)           

distance,  Vr  is  the  radial  velocity  and  Tm  denotes  a  
new routing detective time estimated. When neighbor 

node’s distance d satisfied with equation 5, a new 

routing detection is stated up. Before primary routing 

path breaks off, a new routing will set up. 
 

d> Dcomm  - VTmin                           (21) 
 
 

6. MDSR Protocol Simulation 
 
A network simulator (NS2) [9] was developed in order to 

monitor, observe and measure the performance of MDSR 

routing. In simulations, we choose propagation model 

based on 802.11 and apply lucent’s WaveLAN. Under 

these simulation conditions, the wireless node is 

configured as: 

 
Table 5:  Configuration parameters 

 

Configuration 

Parameter 

Value 

Effective comm. area 250 m 
Terrain range 1500x300 m 
No. of nodes 50 

Channel model Tow-ray ground model 
Antenna model Omni-antenna 

Speed 1-20 m/sec 
Packet size 64 and 1024  Bytes 
MAC layer IEEE 802.11 

Routing protocol DSR and MDSR 
Application traffic CBR=20 

 

 

The results of experiments are shown in the 

following Figures. From Figure 4, we may obtain end-

to-end packet delay in the MDSR protocol superior to 

in the DSR protocol. The decrease of delay is mainly 

introduced by route updating predicted. Because route 

updating is predicted, the delay by route breaking off 

will greatly reduce. So the average delay character in 

the MDSR will be improvement. 

 

Figure 5 shows the packet delivery ratio versus the 

node’s velocity, where packet delivery ratio is the ratio of 

received packets versus transmitted packets. As the 

velocity (mobility) increases, the packet delivery ratio in 

DSR and MDSR all decrease. But decreased value is not 

dramatically. Simultaneously the MDSR follows on-

demand routing character and its packet delivery ratio 

will slightly inferior to DSR. After setting up prediction 

path, the MDSR don’t process further for network 

topology. The prediction algorithm that is finds out is the 

temporal excellent path. By memory, the path may be do 

not the most stable path. Meanwhile the error between 

the prediction algorithm and the actual status will bring 
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some packet loosen ratio. Therefore under the complex 

network circumstances, the MDSR will decrease packet 

delivery ratio because the action of MDSR protocol reply 

network topology  
Figure 5 shows the packet delivery ratio versus the 

node’s velocity, where packet delivery ratio is the 

ratio of received packets versus transmitted packets. 

As the velocity (mobility) increases, the packet 

delivery ratio in DSR and MDSR all decrease. But 

decreased value is not dramatically. 

 
 

 

Figure 4: End-to-end delay vs. node’s velocity. 

 

 

Figure 5: Packet delivery ratio vs. node’s velocity 

 
Simultaneously the MDSR follows on-demand 

routing character and its packet delivery ratio will 

slightly inferior to DSR. After setting up prediction 

path, the MDSR don’t process further for network 

topology. The prediction algorithm that is finds out is 

the temporal excellent path. By memory, the path may 

be do not the most stable path. Meanwhile the error 

between the prediction algorithm and the actual status 

will bring some packet loosen ratio. Therefore under 

the complex network circumstances, the MDSR will 

decrease packet delivery ratio because the action of 

MDSR protocol reply network topology 

 

7. Conclusion 

A fast neural algorithm for packet detection during data 

transmission has been presented. Such strategy has 

been realized by using our design for FTDNNs. 

Theoretical computations have shown that FTDNNs 

require fewer computation steps than conventional 

ones. This has been achieved by applying cross 

correlation in the frequency domain between the input 

data and the weights of neural networks. Simulation 

results have confirmed this proof by using MATLAB. 

The proposed algorithm can be applied efficiently to 

overcome various intrusion codes.  

In addition, a novel MDSR routing protocol based 

on mobility prediction combined with the DSR 

routing protocol has been presented. The algorithm 

controls route discovery, route keeping and route 

switching by estimating the neighbor node’s distance 

and predicting the neighbor node’s mobility. Then we 

introduce a modified NS2 to verify the algorithm in 

terms of the average end-to-end packet delay and the 

packet delivery ratio. Therefore, the MDSR reduces 

the end-to-end delay effectively and enhance the data 

transmission rate, which is very important to real-time 

communication such as the voice communication and 

multimedia image communication. On the other hand, 

the MDSR will reduce packet delivery ratio. 
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