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Abstract:This paper proposes an approach to solve binary classification problems using Duo Output Neural Net-
work (DONN). DONN is a neural network trained to predict a pair of complementary outputs which are the truth
and falsity values. In this paper, outputs obtained from two DONNs are aggregated and used to predict the classi-
fication result. The first DONN is trained to predict a pair of truth and falsity values. The second DONN is trained
to predict a pair of falsity and truth values. The target outputs used to train the second network are organized
in reverse order of the first network. The proposed approach has been tested with three benchmarking UCI data
sets, which are ionosphere, pima, and liver. It is found that the proposed techniques improve the performance as
compared to feedforward backprogation neural network and complementary neural network.
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1 Introduction

There are several methods used to solve binary clas-
sification problems. Some examples of these methods
are neural network, support vector machine (SVM),
decision tree, Naive Bayesian classifier, etc. It was
found that neural networks provide better classifica-
tion accuracy than traditional statistical methods in
various areas of applications such as business, finance,
health, medicine, engineering, marketing, geology,
and Paleoceanography [2, 6, 10]. Even though SVM
was found to give better classification accuracy than
neural network in some applications [8], neural net-
work was also found to perform better than SVM in
various tasks such as document classification [7], exu-
date classification [9], bio-activity classification [11],
and biological microscopic image classification [5].

However, it is found that neural network is one
of the most widely used methods in binary classifica-
tion problems. In order to classify the output obtained
from neural network, one of the most well known
techniques is applying a threshold value. The thresh-
old value must be pre-set before making binary classi-
fication in order to examine whether the output exceed
the threshold. This technique can cause vagueness in
the classification since the output obtained from neu-
ral network is always uncertain. It is not exactly the

truth output. Therefore, it would be better if we can
deal with both truth and falsity output of a neural net-
work for each input pattern. A neural network with
multiple outputs can be applied to support this idea.
Instead of dealing only with the truth output, a neural
network trained to predict both truth and falsity out-
puts is considered. Instead of using only truth target
values, complement of those target values called fal-
sity target values are also considered. A neural net-
work trained with both truth and falsity target val-
ues will provide both truth and falsity outputs. This
method was created in [3] and named duo output neu-
ral network. Two duo output neural networks were
created to solve a single output regression problem.
One neural network was trained using reverse order
of target values used in another neural network. The
aggregation of outputs obtained from these two duo
output neural networks was found to provide better
performance when compared to backpropagation neu-
ral networks and support vector regression with linear,
polynomial, and radial basis function kernels. From
its success, this paper aims to apply duo output neu-
ral networks to solve binary classification problems.
Three techniques used for binary classification are
proposed. Furthermore, we can predict uncertainty in
the classification based on truth and falsity outputs ob-
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Figure 1: Neural network for binary classification.
(Training Phase)

tained from both neural networks. These uncertainty
can be used to identify level of confidence in order to
belief that the input pattern is classified into the right
class. We test our experiment based on three classical
benchmark problems including ionosphere, pima, and
liver from the UCI machine learning repository [1].

The rest of this paper is organized as follows.
Section 2 describes the basic concept of duo output
neural networks and the proposed classification tech-
niques used to classify outputs from a pair of duo out-
put neural networks. Section 3 describes data sets and
results of our experiments. Conclusions and future
works are presented in Section 4.

2 Duo Output Neural Network for
Binary Classification

In traditional feedforward backpropagation neural
network, only truth target values are used to train
neural networks to predict truth outputs as shown in
Fig. 1. However, the complement value of the truth
which is the falsity value can occur in real world sit-
uations as well. Therefore, this paper also consider
falsity target values together with truth target values
in training process. In this case, we can create a feed-
forward backprogation neural network that is trained
to provide two opposite outputs which are truth and
falsity values.

Let Ttarget(xi) be the truth target value for the
input patternxi, i = 1, 2, 3, ...,m wherem is the total
number of training input patterns. LetFtarget(xi) be
the falsity target value for the input patternxi. The
falsity target value is considered as the complement
of the truth target value. The falsity target value can
be computed as follows.

Ftarget(xi) = 1− Ttarget(xi) (1)

Duo output neural network can be created in two
circumstances according to the sequence of truth and
falsity target values used to train a neural network.
In order to take advantages of both circumstances, a
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Figure2: Duo output neural network for binary clas-
sification. (Training Phase)
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Figure3: Duo output neural network for binary clas-
sification. (Testing Phase)

pair of duo output neural networks are created. Fig. 2
shows a pair of duo output neural networks in training
phase.NN1 is a feedforward backpropagation neu-
ral network trained to predict the truth output (Ttrain1)
and the falsity output (Ftrain1). NN2 is also a feedfor-
ward backpropagation neural network trained to pre-
dict the falsity output (Ftrain2) and the truth output
(Ttrain2). Both networks are created based on the
same architecture and parameters. Also, they apply
the same input pattern data. However, they are trained
using different order of truth and falsity target values.

In Fig. 3, the unknown input patternyj is assigned
to a pair of duo output neural networks in the testing
phase wherej = 1, 2, 3, ..., n andn is the total num-
ber of unknown input patterns. LetT1(yj) andF1(yj)
be the truth and the falsity outputs for the unknown
input patternyj of the first neural network (NN1).
These two outputs can be aggregated in two aspects:
the average truth output (Ta(yj)) and the average fal-
sity output (Fa(yj)). Both average outputs can be de-
fined as follows.
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Ta(yj) =
T1(yj) + (1− F1(yj))

2
(2)

Fa(yj) =
F1(yj) + (1− T1(yj))

2
(3)

Let F2(yj) andT2(yj) bethefalsity and the truth
outputs for the unknown input patternyj of the sec-
ond neural network (NN2). The average truth output
(Tb(yj)) and the average falsity output (Fb(yj)) can be
computed as follows.

Tb(yj) =
T2(yj) + (1− F2(yj))

2
(4)

Fb(yj) =
F2(yj) + (1− T2(yj))

2
(5)

Insteadof using only the truth output for binary
classification, both truth and falsity values can be ap-
plied. In this paper, we propose binary classifica-
tion techniques based on the classification techniques
used in [4]. In [4], a pair of feedforward backprop-
agation neural networks were created in which the
first network is trained to predict only the truth out-
put whereas the second network is trained to predict
only the falsity output (see Fig. 4). This technique
was named complementary neural network. In order
to classify each input pattern, both truth and falsity
outputs were compared. If the truth output is greater
than the falsity output then the input pattern is classi-
fied as a value 1. Otherwise, it is classified as a value
0.

In this paper, the truth and falsity outputs which
areTa, Tb, Fa, andFb can be used. Three classifica-
tion techniques are proposed and described below.

1. For each input patternyj ,
if Ta(yj) > Fb(yj) then

the input patternyj is classified as a value 1

else

the input patternyj is classified as a value 0.

2. For each input patternyj ,
if Tb(yj) > Fa(yj) then

the input patternyj is classified as a value 1

else

the input patternyj is classified as a value 0.

3. For each input patternyj ,

if Ta(yj)+Tb(yj)
2 > 0.5 then

theinputpatternyj is classified as a value 1
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Figure4: Complementary neural network for binary
classification.

else

the input patternyj is classified as a value 0.

In [4], uncertainty in the classification of each in-
put pattern were predicted based on truth and falsity
outputs. This technique can be applied to our paper
as well. Hence, the truth and falsity outputs obtained
from a pair of duo output neural networks are used to
quantify uncertainty in the classification. LetU(yj)
be an uncertainty value in the classification of input
patternyj . U(yj) can be computed as follows.

U(yj) = 1− |Ta(yj)− Fb(yj)| (6)

or

U(yj) = 1− |Tb(yj)− Fa(yj)| (7)

From our experiment in the next section, it is
found that three proposed classification techniques
provide the same results. These techniques can be
used interchangeably. Uncertainty in the classifica-
tion can be computed from equations (6) and (7) inter-
changeably as well. Degree of uncertainty can be used
to identify level of confidence in order to belief that
whether the input pattern is classified into the correct
class. If the difference between the truth and falsity
is high then the degree of uncertainty is low. On the
other hand, if the difference is low then the degree of
uncertainty is high. Uncertainty information obtained
from the classification can be used to support users for
selecting a proper classifier.

3 Experiments

3.1 Data Sets
Three benchmarking UCI data sets [1], which are
ionosphere, liver, and pima are used in this experi-
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ment. The characteristics of these data sets can be
shown in Table 1.

Table 1: UCI data sets used in this study
Name Ionosphere Pima Liver
Featuretype numeric numeric numeric
No. of classes 2 2 2
No. of features 34 8 6
Sample set size 351 768 345
Training set size 200 576 276
Testing set size 151 192 69

3.2 Experimental Methodology and Results
In our experiment, each data set is applied to three
types of neural network which are backpropogation
neural network (BPNN), complementary neural net-
work (CMTNN), and our proposed duo output neu-
ral network (DONN). In order to compare results ob-
tained from those three methods, all environments
are fixed for all methods. For BPNN, twenty feed-
forward backpropagation neural networks are trained
with twenty different randomized training sets for
each data set. For CMTNN, twenty pair of feed-
forward backpropagation neural networks are trained
with the same twenty training sets used for BPNN
for each data set. For our proposed neural network,
twenty pair of DONNs are also trained with the same
twenty training sets used for BPNN for each data set.
All networks are having the same parameter values in
terms of the network architecture and they are initial-
ized with the same random weights. the number of
input-nodes is equal to the number of input features,
which is 34, 8, and 6 for ionosphere, pima, and liver
data sets, respectively. They have one hidden layer
constituting of2n neurons wheren is the number of
input features. Hence, the number of neuron in the
hidden layer for those data sets are 68, 16, and 12,
respectively.

Table 2 shows the comparison among average
classification accuracy obtained from twenty set of
BPNN, CMTNN, and DONN for each test set of iono-
sphere, pima, and liver. It can be argued that the inte-
gration of both truth and falsity values in the predic-
tion can provide better classification accuracy when
compared to the prediction involved only in the truth
values. It can be seen that both CMTNN and DONN
can provide better performance than BPNN. More-
over, it is also found that a pair of neural network with
multiple outputs (truth and falsity values) can provide
better accuracy than a pair of neural network with sin-
gle output dealing only with the truth values for one
network and applying only falsity values to other net-

Table 2: Average classification accuracy obtained
from the test data set

Method
Ionosphere Pima Liver
%correct %correct %correct

BPNN:
T > 0.5 93.54 70.49 62.68

CMTNN:
T > F 96.42 74.74 66.52

DONN:
Ta > Fb 96.52 77.92 70.22
Tb > Fa 96.52 77.92 70.22
Ta+Tb

2 > 0.5 96.52 77.92 70.22

Table 3: The percent improvement of the proposed
DONN compared to BPNN and CMTNN.

Method
DONN (%improvement)

Ionosphere Pima Liver
BPNN:

T > 0.5 3.19 10.53 12.56
CMTNN:

T > F 0.10 4.25 5.56

work. Therefore, it is found that the results obtained
from the proposed DONN outperform the results ob-
tained from BPNN and CMTNN. Table 3 shows the
percent improvement of the proposed DONN com-
pared to BPNN and CMTNN.

From our experiment, it can be concluded that
the proposed classification techniques usingTa > Fb,
Tb > Fa and Ta+Tb

2 > 0.5 arefound to provide the
same results for each test set used in this study. There-
fore, we can use these three techniques interchange-
ably. Moreover, uncertainty in the classification can
be computed based onTa andFb using equation (6).
Table 4 shows the ranges of uncertainty values in the
classification of pima data set. One of twenty sets of
pima used in the experiment is shown. Uncertainty
values are grouped into three levels each with an equal
range. The total number of correct and incorrect out-
puts in each range are shown together with their per-

Table 4: Uncertainty level obtained from a pair of
DONN for the test set of pima data.

Uncertainty Numberof patterns
%correct

value level correct incorrect
0.68-0.99 High 23 23 50.00
0.36-0.67 Med 45 18 71.43
0.05-0.35 Low 77 6 92.77

Total 145 47 75.52
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centageof correct classification. It can be seen that
the proportion of the percentage of the correct outputs
in each group conforming to the level of uncertainty in
which the more correct outputs, the less uncertainty.

4 Conclusion
This paper has applied a pair of duo output neural net-
works to solve binary classification problems. The
first duo output neural network is trained to predict
a pair of truth and falsity outputs whereas the sec-
ond duo output neural network is trained to predict
a pair of falsity and truth outputs which are organized
in reverse order of the first one. The proposed ap-
proached are tested based on three UCI data sets. It is
found that the proposed approach provide better per-
formance than traditional feedforward backpropaga-
tion neural networks and complementary neural net-
works. Uncertainty in the classification can also be
quantified. These uncertainty values are very useful in
order to enhance the decision making. In the future,
we will apply our approach to multiclass classification
problems.
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