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Abstract: - In this paper we present a Recommendation system that uses the Social Network Services like Facebook 

Connect, OpenSocial etc. to get useful interest and friend interest data as an input for a Trust Clustering – Friends 

interest clustering applied on the results of a Collaborative filtering algorithm. We also discuss the advantages and 

disadvantages of Collaborative filtering and Trust based Clustering and how our solution uses the advantages and 

solves the disadvantages by combining them. 
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1   Introduction 
For a long time the only way to search through big 

unstructured repositories was keyword based search. 

With the introduction of recommendation algorithms 

based on collaborative filtering such as XEROX 

Tapestry in 1992 [1] the users had a totally new way of 

browsing through digital repositories based on browsing 

interest clusters. 

 At this time, many recommendation algorithms use ether 

the item based or the user based collaborative filtering 

[2]. 

   Protocols such as the OpenSocial, Facebook Connect 

etc. are services/interfaces given by the Social Networks 

such as Facebook, Orkut and MySpace that allow the 

user to easily register on websites enabling the 

developers to access more reliable information about the 

user. After the user agrees with the conditions of sharing, 

the system gains access to the social data such as the 

user’s and user friend’s interests. The benefit for the user 

is that he doesn’t have to enter all the information when 

registering on a website, it’s just copied from the social 

network.   

    These services – the social network data available 

through the API, gives the designers of the intelligent 

web [3] completely new abilities. The results of 

Recommendation systems are highly dependent on the 

amount and quality of social/interaction data collected / 

produced by the users that are used to make interest 

clusters formed between users and items.  

 One of the major problems for new websites is the lack 

of social/interaction data to “feed” the algorithm. This 

can result in bad recommendations and lead to the wrong 

way rather than being useful. 

 

 

2   Problem Formulation 
The recommendation algorithm needs a large amount of 

quality historical interaction/social data in order to give 

overall quality results and form clusters. The collection 

of relevant data usually requires a long period of time for 

new web applications. Another solution would be to use 

an existing dataset like the BX-Dataset for digital 

libraries and bind the ratings with our system. It is hard 

to find such datasets because they represent one of the 

key competitive advantages for eCommerce 

applications. 

    The recommendation algorithms based on 

collaborative filtering (SlopeOne etc.) usually use only 

the data based on the user’s interaction on the website 

(item-to-item, ratings etc.). For example the SlopeOne 

algorithm is based on the principle that people tend to 

relay on the advice of others who have made the 

decision before [4] – in the case of SlopeOne algorithm 

it would be the item ratings. In real world the users 

usually ask their friends for advice. Research has been 

made [5,6,7] on “All  Consuming” dataset that showed 

that the users were significantly more similar to their 

trusted peers than to the population as a whole.  

   For example let’s assume that we have two students, 

one in Berlin and the other in Hamburg that are 

interested in a book about Operating Systems. If we use 

the CF algorithm, there is a high possibility that the same 

book would be suggested to both students. The problem 

could be if the different professors use different teaching 

books for the course. This problem could be easily 

solved by using the friend suggestions – it is logical that 

we have many friends from the faculty who 

bought/rented the same book. Also DuBois et al. gives 
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very good arguments about the advantages of the trust 

based systems and compares the Trust based 

recommendation systems with Collaborative filtering 

shown in [8].   

  But if we only use the friend based suggestion 

algorithm the problem would be if we don’t share the 

same interests with our friend. It would result in 

unusable suggestions as discussed in [2]. 

 

 

3   Problem Solution 
In this paper we suggest a solution that uses the 

correctness of the Collaboration filtering and combine it 

with the analysis shown in [5,6,7]. This research show 

that users were significantly more similar to their trusted 

peers than to the population as a whole, whereby we use 

the CF algorithm to avoid the problems of Trust based 

recommendation systems discussed in [2]. 

 

 

3.1 Data gathering 
An earlier discussed problem is data gathering. It is 

especially hard to get the social data like interests or 

friends that user usually skips when registering on a new 

website, but that are crucial information for Trust based 

recommendation.   

  We suggest using the dataset of popular social 

networks like Facebook, Orkut, MySpace available 

through standard APIs like Facebook Connect and 

OpenSocial for registration in order to get quality social 

data like interests and the interests of users friends. 

 

 

3.2 The Algorithm 
The first step is the user’s registration on the web 

application and data gathering using standard APIs like 

Facebook Connect, OpenSocial etc. The user gives the 

Recommendation system the access to his interests, 

information about his friends and their interests. 

    The actual algorithm begins when the user selects an 

item, for example a book. First we find all users friends 

that are registered on the website and have rated the 

book (we could also use the information about who 

bought the book – Amazon patent). After that we form 

clusters based on friends interests for Employers, 

College, Music, Books, Television, Interests, Religion, 

etc. based on the values we construct clusters and the 

topic of the website for example “Faculty of Electrical 

Engineering”, “ACME Inc.” etc. and assign the friends 

to categories. 

   Next we use some of Collaborative filtering algorithms 

– for example SlopeOne and get all recommendations 

for the selected book. After that we put the resulting 

books of the CF into interest groups and resort them 

according to the clusters user ratings of the resulting 

books. This weight between the book and the cluster can 

be calculated as: 

 

 
 

Where FR is the set of users that have rated the book of 

the selected cluster, and |FR| the cardinal number. 

 

   If we visualize the result of the algorithm we get 

something like shown in Fig. 1. that enables us to see 

which friends have reviewed the book(we only rate then) 

and so we could ask them for advice in the real world. 

Also the navigation through the graph is intuitive for the 

user, as discussed in [2]. The practical thing is that we 

can easily express the relevance of a friend or book by 

scaling it by the factor of relevance. If we look at Fig. 2 

– in Amazon suggestions for the same book there is a 

mix of professional and scientific-academic books 

making the overview harder if we are looking only for 

scientific books. 

 

 

 
Fig. 1: Results for the book „Algorithms of the 

Intelligent Web“ 

 

 

 
 

 

Fig. 2: Amazon results for the book „Algorithms of the 

Intelligent Web“ – for larger view goto Amazon 
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Notation Meaning 

={ ,..., } 
The set of n friends of the  

user 

={ ,..., } 
The set of n books from the 

catalog 

={ ,...,  } 
The set of m friends given as the result 

of the mapping function  (Figure 4) 

={  ,..., ) The set of clusters 

={ ,..., } The cluster of users 

 = ,...,  The set of user k interests 

 

The name of the cluster j (the name 

of the interest like „Faculty of 

Electrical Engineering“) 

 

Function that returns the SlopeOne 

reuslt set for the item as described in 

[9] 

 Current item selected by the user 

,...,  The set of SlopeOne results 

 Cardinal number of set X 

= { ,..., } Set of books for cluster i 

 
The rating value that the user u gave 

to book b 

 

 

Given a set of ={ ,..., } books 

Given a set of ={ ,..., } friends 

    a function has_rated:   

 
for i:=1 to |F| do  // friends that rated selecte_book 

   if has_rated( , selected_item)  then 

        FI := FI  {  } 

   end if 

end for 

for j:=1 to |FI| do 

  K := K  (  
  // Get unique cluster names from user interests 

end for 

for j:=1 to |K| do 

  for k:= 1 to |FI| do 

   if      then                    
    // if the cluster name  is  in users interests 
    :=       // Add the user to the cluster j 

  end if 

end for 

S := slopeOne(selected_item); 

for i:= |S| downto 1 do 

     CB := findBestCluster( ,C)   

     CB = CB  {  } // append the best matching cluster with book si 

     S = S \ {   };     // remove element si from the set S 

end for 

 

 

 

 

According to formula : 

 

function findBestCluster(book) 

     for i:= 1 to |K| do          // for every cluster 

        num_users = 0; 

        cscore = 0; 

         for j:= 1 to | | do     // for every user in cluster 

              if has_rated( , book) then 

                  cscore=cscore+rating( ,book) 

                  num_users = num_users +1     

              end if 

         end for 

         clusterScore = cscore / num_users 

         if clusterScore > bestScore then 

               return_custer=  

               bestScore=clusterScore 

    end for 

    return return_cluster 

end 

 

Fig.3: The algorithm’s pseudo code  

 

4   Conclusion 
In this paper we combined advantages of collaborative 

filtering and trust based clustering/ friend interest 

clustering that is based on an assumption (proven in 

[5,6,7]) that we share common interest with our trusted 

peers. We combined the models in order to overcome the 

disadvantages of trust based clustering we can have 

friends-peers without common interests [2] using the 

correctness of the collaborative filtering by improving it 

for user navigation by adding a clustered view over user 

interests (compare Figure 1 and 2). Also we suggested 

how to use the Social Network Services like Facebook 

Connect, OpenSocial, etc. to improve input data quality 

for the Trust based clustering. 
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