Abstract— In the present paper local constrained controllability problems for nonlinear system with constant delays in the control are formulated and discussed. Using some mapping theorems taken from functional analysis and linear approximation methods sufficient conditions for relative and absolute local constrained controllability in a given time interval are derived and proved. The present paper extends controllability conditions with unconstrained controls given in the literature to cover the case of nonlinear systems with delays in control and with constrained controls.
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I. INTRODUCTION

Controllability is one of the fundamental concept in mathematical control theory. Roughly speaking, controllability generally means, that it is possible to steer dynamical system from an arbitrary initial state to an arbitrary final state using the set of admissible controls. In the literature there are many different definitions of controllability which depend on a class of dynamical system [1-8].

Up to the present time the problem of controllability in continuous and discrete time linear dynamical systems has been extensively investigated in many papers (see e.g., [1], [3], or [5] for the extensive list of publications). However, this is not true for the nonlinear dynamical systems specially with delays in control and with constrained controls. Only a few papers concern constrained controllability problems for continuous or discrete nonlinear dynamical systems.

In the present paper local relative and absolute constrained controllability problems for nonlinear system with many constant delays in control are formulated and discussed. Using some mapping theorems taken from functional analysis [2], [5] and linear approximation methods sufficient conditions for constrained relative and absolute controllability are derived and proved. The present paper extends in some sense the results given in papers [2], [4] and [5] to cover the nonlinear systems with delays in control and with constrained controls.

II. PRELIMINARIES

Let us consider general nonlinear system with constant delays described by the following differential equation

$$x'(t) = f(x(t), u(t-h_0), u(t-h_1), ..., u(t-h_i), ..., u(t-h_M))$$  \hspace{1cm} (2.1)

where: $0 = h_0 < h_1 < ... < h_i < ... < h_M$ are constant delays, $x(t) \in \mathbb{R}^n$ is a state vector at the point $t$, $u(t) \in \mathbb{R}^m$ is a control vector at the point $t$, $f: \mathbb{R}^n \times \mathbb{R}^m \times ... \times \mathbb{R}^m \rightarrow \mathbb{R}^n$ is a given function, which is continuously differentiable with respect all its arguments in some neighborhood of zero and

$$f(0,0,...,0,...,0) = 0.$$

Let $U \subset \mathbb{R}^m$ be a given arbitrary set. Let $L_u([0,t_1],U)$ be the set of admissible controls. In the sequel we shall also use the following notations: $\Omega^0 \subset \mathbb{R}^n$ is a neighborhood of zero, $U^c \subset \mathbb{R}^n$ is a closed convex cone with vertex at zero and $U^{00} = U^c \cap \Omega^0$. Moreover, let us observe, that for $u = U^c$ the set of admissible controls $L_u([0,t_1],U)$ is a cone in the linear space $L_u([0,t_1],\mathbb{R}^m)$

The initial conditions for nonlinear differential equation (2.1) are given by

$$x(0) = x_0 \in \mathbb{R}^n \quad u_0 \in L_u([-h_0,0],U)$$  \hspace{1cm} (2.2)

where $x_0$ is a known vector and $u_0$ is a known function.

For a given initial conditions (2.2) and for an arbitrary admissible control $u \in L_u([0,t_1],U)$ there exists unique solution of the nonlinear differential equation (2.1) $x(t;x_0,u_0,u) \in \mathbb{R}^n$, for $t \in [0,t_1]$. Since function $f$ is continuously differentiable therefore, using the standard methods, it is possible to construct linear approximation of the nonlinear system (2.1). This linear approximation is valid in some neighborhood of the point zero in the product space $\mathbb{R}^n \times \mathbb{R}^m \times ... \times \mathbb{R}^m \times ... \times \mathbb{R}^m$, and is given by the linear differential equation (2.3)

$$x'(t) = Ax(t) + \sum_{i=0}^{M} B_i u(t - h_i)$$  \hspace{1cm} (2.3)
For zero initial condition
\[
x(t; 0, 0, u) = x(t; 0, 0, u) = x_0 + \sum_{i=0}^{M} \int_{0}^{t} \exp(A(t - \tau)) \left( \sum_{i=0}^{M} B_i u(\tau - h_i) \right) d\tau = \exp(A t) x_0 + \sum_{i=0}^{M} \int_{0}^{t} \exp(A(t + s + h_i)) B_i u_0(s) ds + \sum_{i=0}^{M} \int_{0}^{t} \exp(A(t + s + h_i)) B_i u(s) ds
\]
(2.4)

For zero initial condition
\[
x(0) = x_0 = 0, \quad u_0 = 0,
\]
the solution \(x(t; 0, 0, u)\) to (2.3) for \(t > h_m\) is given by
\[
x(t; 0, 0, u) = \sum_{i=0}^{M} \int_{0}^{t} \exp(A(t + s + h_i)) B_i u(s) ds
\]
(2.5)

Finally, let us also define the associated linear system without delays
\[
x'(t) = Ax(t) + Du(t)
\]
(2.6)

where
\[
D = \sum_{i=0}^{M} \exp(A h_i) B_i
\]

For linear and nonlinear systems with delays in control it is possible to define many different concepts of controllability \([2],[3],[4]\). In the sequel, we shall concentrate on local and global relative and absolute U-controllability in a given time interval \([0,t]\), where \(t > h_m\).

Definition 2.1. System (2.1) is said to be globally relatively U-controllable in a given interval \([0,t]\), if for zero initial conditions \(x_0 = 0, \ u_0 = 0\) and every vector \(x' \in \mathbb{R}^n\), there exists an admissible control \(u \in L_{\infty}([0,t],\mathbb{R}^n)\), such that the corresponding solution of the equation (2.1) satisfies condition \(x(t, 0, 0, u) = x'\).

Definition 2.2. System (2.1) is said to be locally relatively U-controllable in a given interval \([0,t]\), if for zero initial conditions \(x_0 = 0, \ u_0 = 0\), any given function \(u_1 \in L_{\infty}([t_1 - h_m, t_1],\mathbb{R}^n)\), and every vector \(x' \in \mathbb{R}^n\), there exists an admissible control \(u \in L_{\infty}([0,t_1],\mathbb{R}^n)\), such that the corresponding solution of the equation (2.1) satisfies condition \(x(t_1; 0, 0, u) = x'\).

Definition 2.3. System (2.1) is said to be globally absolutely U-controllable in a given interval \([0,t]\), if for zero initial conditions \(x_0 = 0, \ u_0 = 0\), any given function \(u_1 \in L_{\infty}([t_1 - h_m, t_1],\mathbb{R}^n)\), and every vector \(x' \in \mathbb{R}^n\), there exists an admissible control \(u \in L_{\infty}([0,t_1],\mathbb{R}^n)\), such that the corresponding solution of the equation (2.1) satisfies condition \(x(t_1; 0, 0, u) = x'\).

Definition 2.4. System (2.1) is said to be locally absolutely U-controllable in a given interval \([0,t]\), if for zero initial conditions \(x_0 = 0, \ u_0 = 0\), any given function \(u_1 \in L_{\infty}([t_1 - h_m, t_1],\mathbb{R}^n)\) there exists neighborhood of zero \(D \subset \mathbb{R}^n\), such that for every point \(x' \in D\) there exists an admissible control \(u \in L_{\infty}([0,t_1],\mathbb{R}^n)\), such that the corresponding solution of the equation (2.1) satisfies condition \(x(t_1; 0, 0, u) = x'\).

Of course the same definitions are valid for linear systems (2.3). For linear systems with delays in control various controllability conditions are presented in the literature (see e.g., \([1],[3],[4]\) or \([4]\)). It is well known \([2]\), that for the sets \(U\) containing zero as an interior point, the local relative (absolute) constrained controllability is equivalent to the global relative (absolute) unconstrained controllability.

Lemma 2.1. \([2]\) Linear system (2.3) is locally relative (absolute) \(\Omega\)-controllable in the time interval \([0,t]\) if and only if it is globally relative (absolute) \(R_m\)-controllable in the time interval \([0,t]\).

Corollary 2.1 directly follows from the well known fact, that the range of the linear bounded operator covers whole space if and only if this operator transforms some neighborhood of zero onto some neighborhood of zero in the range space \([1]\).

Finally, it should be pointed out, that absolute local (global) constrained controllability of the linear system with delays (2.3) in the time interval \([0,t]\) is equivalent to local (global) constrained controllability in the time interval \([0,t-h_m]\) of the associated linear system without delays (2.6).

Lemma 2.2. \([4]\) Linear system (2.3) is locally (globally) absolute U-controllable in the interval \([0,t]\) if and only if the associated linear system without delays is locally (globally) U-controllable in the interval \([0,t-h_m]\).
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III. RELATIVE CONTROLLABILITY

In this section we shall formulate and prove sufficient conditions of the local U-controllability in a given interval $[0,t_1]$ with different sets $U$ for the nonlinear system (2.1). Proofs of the main results are based on some lemmas taken directly from functional analysis and concerning so called nonlinear covering operators [1], [5]. Now, for convenience we shall shortly state these results.

Lemma 3.1. [2], [5] Let $F: Z \rightarrow Y$ be a nonlinear operator from a Banach space $Z$ into a Banach space $Y$ and suppose that $F(0)=0$. Assume that the Frechet derivative $dF(0)$ maps a closed convex cone $C \subset Z$ with vertex at zero onto the whole space $Y$. Then there exists neighborhoods $M_0 \subset Z$ about $0 \in Z$ and $N_0 \subset Y$ about $0 \in Y$ such that the equation $y=F(z)$ has for each $y \in N_0$ at least one solution $z \in M_0 \cap C$. Let us observe, that a direct consequence of Lemma 3.1 is the following result concerning nonlinear covering operators. Let us suppose, that $U \subset R^m$ is a closed convex cone with vertex at zero. Then the nonlinear system (2.1) is locally relatively $U$-controllable in the interval $[0,t_1]$.

Theorem 3.1. Let us suppose, that $U^c \subset R^m$ is a closed convex cone with vertex at zero. Then the nonlinear system (2.1) is locally relatively $U^c$-controllable in the interval $[0,t_1]$ if its linear approximation near the origin given by the differential equation (2.3) is globally relatively $R^c$-controllable in the same interval $[0,t_1]$. Corollary 3.1. Let $0 \in int(U)$. Then the nonlinear system (3.1) is locally relatively $U$-controllable in the interval $[0,t_1]$.

IV. ABSOLUTE CONTROLLABILITY

Using similar methods as in Section 3 it is possible to derive sufficient conditions for local absolute $U$-controllability in a given interval $[0,t_1]$, $t_1>h_M$ for the nonlinear system (2.1).

Theorem 4.1. Let us suppose, that $U^c \subset R^m$ is a closed convex cone with vertex at zero. Then the nonlinear system (2.1) is absolutely relatively $U^c$-controllable in the interval $[0,t_1]$ if its linear approximation near the origin given by the differential equation (2.3) is globally absolutely $R^c$-controllable in the same interval $[0,t_1]$. Proof. Proof of the Theorem 4.1 is similar to the proof of Theorem 3.1 and is based on Lemma 3.1. Let our nonlinear operator $F$ transforms the space of admissible controls $L_{c0}([0,t_1],U^c)$ into the space $R^m$ at the time $t_1$ for the nonlinear system (2.1). More precisely, the nonlinear operator $F: R^m \times R^m \times R^m \rightarrow R^n$ is defined as follows

$$F(L_{c0}([0,t_1],U^c)) = x(t_1,0,0,u)$$ (3.1)

where $x(t_1,0,0,u)$ is the solution at time $t_1$, $h_M$ of the nonlinear system (2.1) corresponding to an admissible control $u \in L_{c0}([0,t_1],U^c)$ and for zero initial conditions. Frechet derivative at point zero of the nonlinear operator $F$ denoted as $dF(0)$ is a linear bounded operator defined by the following formula

$$dF(0)(L_{c0}([0,t_1],U^c)) = x(t_1,0,0,u)$$ (3.2)

where $x(t_1,0,0,u)$ is the solution at time $t_1$ of the linear system (2.3) corresponding to an admissible control $u \in L_{c0}([0,t_1],U^c)$ and for zero initial conditions.

Since $f(0,0,...,0,...,0)=0$, then for zero initial conditions nonlinear operator $F$ transforms zero into zero i.e., $F(0)=0$. If linear system (2.3) is globally relatively $U^c$-controllable in the interval $[0,t_1]$, then the image of Frechet derivative $dF(0)$ covers whole space $R^m$. Therefore, by the result stated at the beginning of the proof, the nonlinear operator $F$ covers some neighborhood of zero in the space $R^m$. Hence, by Definition 2.2 nonlinear system (2.1) is locally relatively $U^c$-controllable in the interval $[0,t_1]$.

In the case when the set $U$ contains zero as an interior point, then by Lemma 2.2 we have the following sufficient condition for local constrained relative controllability of nonlinear system (3.1).

Corollary 3.1. Let $0 \in int(U)$. Then the nonlinear system (3.1) is locally relatively $U$-controllable in the interval $[0,t_1]$. Proof. Proof of the Theorem 4.1 is similar to the proof of Theorem 3.1 and is based on Lemma 3.1. Let our nonlinear operator $F$ transforms the space of admissible controls $L_{c0}([0,t_1],U^c)$ into the space $R^m$ at the time $t_1$, $h_M$ for the nonlinear system (2.1). More precisely, the nonlinear operator $F: R^m \times R^m \times R^m \rightarrow R^n$ is defined as follows

$$F(L_{c0}([0,t_1],U^c)) = x(t_1-h_M,0,0)$$ (4.1)

where $x(t_1-h_M,0,0,u)$ is the solution at time $t_1$, $h_M$ of the nonlinear system (2.1) corresponding to an admissible control $u \in L_{c0}([0,t_1],U^c)$ and for zero initial conditions. Frechet derivative at point zero of the nonlinear operator $F$ denoted as $dF(0)$ is a linear bounded operator defined by the following formula

$$dF(0)(L_{c0}([0,t_1-h_M],U^c)) = x(t_1-h_M,0,0,u)$$ (4.2)
where $x(t, h, 0, 0, u)$ is the solution at time $t_1$ of the linear system (2.3) corresponding to an admissible control $u \in L_{\infty}([0, t_1-h, U^c])$ and for zero initial conditions.

Since $f(0,0,...,0)=0$, then for zero initial conditions nonlinear operator $F$ transforms zero into zero i.e., $F(0)=0$. If linear system (2.3) is globally absolutely $U^c$-controllable in the interval $[0, t_1]$, then the image of Frechet derivative $dF(0)$ covers whole space $\mathbb{R}^n$. Therefore, by the result stated at the beginning of the proof, the nonlinear operator $F$ covers some neighborhood of zero in the space $\mathbb{R}^n$. Hence, by Definition 2.2 nonlinear system (2.1) is locally absolutely $U^c$-controllable in the interval $[0, t_1]$.

In the case when the set $U$ contains zero as an interior point, then by Lemma 3.2 we have the following sufficient condition for local constrained absolute controllability of nonlinear system (3.1).

Corollary 4.1. Let $0 \in \text{int}(U)$. Then the nonlinear system (3.1) is locally absolutely $U$-controllable in the interval $[0, t_1]$ if its linear approximation near the origin given by the differential equation (2.3) is globally absolutely $\mathbb{R}^m$-controllable in the same interval $[0, t_1]$.

V. CONCLUSION

In the present paper different types of controllability of nonlinear control system with constant delays in control has been considered. The results presented can be extended in many directions. For example it is possible to formulate sufficient local controllability conditions for nonlinear time-varying systems. Moreover, similar controllability results can be derived for very general nonlinear systems with distributed and several time-dependent delays in the control and for nonlinear infinite-dimensional systems with different kinds of delays.
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