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Abstract  

WiMAX networks have five Quality of Service 
(QoS) defined to guaranty service 
differentiation. However, the 802.16 standard 

does not specify scheduling mechanisms for 
these networks. This article develops an 
algorithm named the courteous algorithm 
which consists of offering scheduling for 

WiMAX traffics and gives added services to 
lower classes of traffic without affecting the 
high priority traffic. The principles of our 
approach consist in servicing packets of less 

privileged classes and yet following the strict 
requirements of the more rigorous real time 
traffic.  A mathematical analysis is performed 

for the scheduling system. The validation of our 
model has been realized by simulation. The 
results of the simulations show that the 
courteous algorithm is highly recommended in 

the case  of a WiMAX network having a higher 
volume of nrtPS connections than rtPS. 
Keywords: WiMAX, QoS, Scheduling, M/G/1, 

nrtPS, rtPS 
I. Introduction 

The new decade is witnessing a rapid evolution 

of wideband wireless networks, namely WiMAX 
which has been developed to offer higher 
throughput access to Internet to rural areas. 

Two versions of WiMAX have been 
standardized. There is the IEEE.802.16d for fixed 
WiMAX networks and the IEEE802.16e for the 
mobile WiMAX network. 

These networks are interconnected following 
two topologies which are: Point-Multipoint 
(PMP) topology or mesh network topology. 

Contrary to the fist topology, the mesh network 
allows each of its stations to use other stations 
to forward information instead of always 
connecting to a base station. In the PMP mode, 

WiMAX subscriber stations (SS) always 
communicate with each other by transiting 
through the base station. Each SS must then 
establish a connection with the BS. Each 

connection is unique and is characterized by an 
identifier known as the connection identifier 
(CID). Packets transmitted in an uplink are put in 

a queue and each flow of data is queued in a 
specific queue corresponding to its class of 

service.  
The IEEE802.16d standard defines four classes of 
service. The UGS (Unsolicited Grant Service) 
class supports real time traffic with fixed packet 

size generated in fixed regular time intervals. 
The rtPS (Real-Time Polling Service) also 
supports real time traffic but with packets of 
variable size generated in fixed regular time 

intervals. While nrtPS (Non Real -Time Polling 
Service) deals with traffic that tolerate delays, 
and generates packets of variable sizes in 

variable time intervals.  The last class, BE (Best 
Effort) corresponds to traffic that demands no 
QoS (Quality of Service). The standard has 
added a fifth class, namely ertPS (Extended Real -

Time Polling Service) which is similar to UGS but 
with variable packet sizes as in rtPS. 
Although the IEEE802.16 standard defines the 

classes of service that highlights the 
differentiation of traffic types according to 
priority, it does not describe a scheduling 
system for uplink and downlink connections. 

Many solutions have been proposed for priority 
traffic management in WiMAX networks. The 
measures proposed in the literature bring some 
improvement in the management of different 

type of traffic in WiMAX networks. Their main 
objective is to conceive models that will  reduce 
waiting delays and loss of packets, and will 

increase the throughput. Many scheduling 
algorithms have been used to that effect. There 
is the WFQ algorithm also with some 
modifications [10,4,5], has been examined. The 

throughput allocated to different traffic classes 
is implemented in a way as to assure service 
equity for all  classes. However it may happen 
that the allocated resources are not fully 

utilised. This is an under utilisation of the 
throughput. Other variations of WFQ are used 
such as IWFQ [7] or WRR [1,7,12]. Limits of 

these algorithms are similar to those of WFQ. 
There is also the EDF algorithm used essentially 
for the management of queues by [8,12]. It 
treats with higher priority packets that have the 

nearest deadline of being destroyed. This 
algorithm is however not optimal in the non pre-
emptive case [2]. There are of course the RR and 

FQ systems, although they try to guaranty 
service equity, neglect the fact that some traffics 
need to be processed in priority since their 
constraints are with respect to throughput, and 
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packet loss. Other systems [6,9,11] have been 
proposed in order to compensate for the 

drawbacks in the above solutions. Nonetheless, 
most of them favour higher priority traffic. 
However, these solutions mostly favour the 
optimization of the QoS for traffic with high 

priority class. Even if they allow occasionally 
some privileges to lower priority classes, the 
performance of these latter classes remain 
insufficient, particularly longer delays and 

consequently loss of packets, mostly due to the 
fact that the bandwidth is monopolized by 
higher priority classes.  

The objective of this contribution is to reduce 
the delay and loss of packets of less favoured 
traffic without affecting the QoS of higher 
priority classes. We propose a new approach for 

WiMAX network traffic scheduling. This solution 
assures the performance optimization in 
IEEE802.16 networks by allowing packets of less 

privileged classes to be served within a certain 
priority. This would be possibl e if there is 
sufficient time for the scheduler to treat higher 
priority class traffic.  

Our solution which we name the courteous 
algorithm, deals with the management of two 
types of traffic namely rtPS and nrtPS which 
respectively relate to VoIP and FTP s ervices. 

However, it is possible to extend our analysis to 
all  traffic classes  by considering k calls in the 
network and the arrival of m new calls of various 

types (UGS, rtPS, nrtPS or BE). This can also be 
applied to mobile WiMAX by considering the 
service classes corresponding to the different 
handoff types.  

In order to analyse the courteous algorithm, a 
mathematical model is developed for the 

different WiMAX network traffic scheduling.  
The remaining of this article is organized as 
follows. Section II  l ists application conditions of 
the courteous algorithm. Section III presents a 

mathematical analysis of the two queues in our 
scheduling system and the possible extension to 
multiple queues. Section IV develops the 
courteous algorithm. The simulation results and 

its analysis of our work are shown in Section V 
and section Vi conclude this article. 
 

II.  Application Conditions of the 
courteous algorithm  

The WiMAX network assigns a service priority to 
each packet being queued. The packets are then 

served according to their priority starting with 
the higher one. Each type of traffic is assigned 

its proper queue, each with a FIFO discipline. 
These queues could be handled with PQ (Priority 
Queue) or WFQ (Weighted Fair Queue) 
discipline so that the higher priority cl ass traffic 

is processed expressively. In our case we apply 
instead a new discipline, a courteous 
mechanism that allows nrtPS class packets to be 
served before rtPS class packets provided that 

there is sufficient time to serve rtPS class 
packets without affecting their traffic 
conditions. 

We are implementing this solution for uplinks in 
the WiMAX base station. This could also be done 
within relay stations or even in a subscriber 
station that will  act as an access point to 

another WLAN. The application condi tions of the 
courteous algorithm will  have the effect of 
extending the waiting time of the rtPS packets 

without affecting its QoS. In order to simplify 
our study, we will  start with the analysis of the 
management of two queues 𝐶1 and 𝐶2 that 
relate respectively to two classes of service 

namely rtPS and nrtPS. Packets of the 𝐶1 class 
have priority 𝑃𝑟1 , while those of class 𝐶2 have 
priority 𝑃𝑟2 . The four following conditions must 
be satisfied in order for packets of class 𝐶2 be 

served before those of class 𝐶1. 
 
 

Condition 1  
The first condition is that priority of the first 
queue is higher than that of the second queue 
or: 

𝑃𝑟1  >  𝑃𝑟2                         (1) 

Condition 2  

The courteous class is the one that gives up the 
service in favour of the lower class. This 

however must not affect its QoS. In other words, 
the packet loss rate for the courteous class 
should not be beyond 𝜔1  which represents the 
tolerated threshold of packet loss rate for class 

𝐶1  traffic. The packet loss probability at time 𝑡’ 
for the traffic of class 𝐶1   is 𝜂1 . 
The time value 𝑡’ determines the end of the 

allocated time to the lower class. It is 
represented by:  

𝑡’ =  𝑡 + 𝜏2                       (2) 

Where 𝑡 is the initial execution time and 𝜏2  is 
the service time given to the lower class  which is 
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also the courteous time. The value of 𝜏2  is 
calculated as follows: 

𝜏2  =  𝛾 ∗  µ                      (3) 

Where 𝛾 is the number of class 𝐶2   packets that 

benefit from the courteous time and µ is the 
average service time. We note that 𝜂1(𝑡’) < 𝜔1 . 
This can then be represented as 𝜂1

 𝑡’ + 𝜏 <
𝜔1 . 

Condition 3  

This condition relates to the probability of 

packet loss for class 𝐶2    namely 𝜂2  at time t just 
before the application of the courteous 
algorithm. 𝜂2  is the factor that determines if 
class 𝐶2    traffic needs more bandwidth. In fact, 

if η2 is greater than 𝜔2 , the tolerated packet loss 
for class 𝐶2   , then this class would require to be 
served. 

𝜂2  (𝑡) > 𝜔2               (4) 

Condition 4  

This condition is essential for deciding if enough 
time is available to service class 𝐶2    packets. The 
time 𝜏2  required to service class 𝐶2 packets 
should not exceed the tolerated waiting time 𝜉1  

of packets of class 𝐶1 giving up their service 
time. 

𝜏2  <  𝜉1                     (5) 

If this condition is not satisfied the courteous 
algorithm cannot be applied for otherwise the 
rate of packet loss for class 𝐶1 will  increase and 

thus 𝜂1  will exceed which violates condition 2 
above. 
 

III.  Mathematical Analysis 
A. Case of two queues 

Figure 1 represents the queuing system 
considered in our study. It is an M/G/1 queuing 
discipline with non preemptive priority. There 
are two queues, namely one for rtPS and the 

other for nrtPS and a single server. The rtPS 
queue has a maximum size of 𝐾1 . It contains the 
𝐶1 class packets. The nrtPS queue has a 

maximum size 𝐾2 .  and contains packets of class 
𝐶2. Packet arrivals for both queues follow a 
Poisson process with a mean arrival rate of 𝜆1  
packets/second for class 𝐶1 packets and 𝜆2 

packets/second for class 𝐶2  packets. The total 
mean arrival rate 𝜆 is the sum of both𝜆1and 𝜆2. 
The service time 1/µ packets/second is 
exponentially distributed. The interarrival time 

for both cases (1/ 𝜆1 and 1/ 𝜆2) has an 
exponential distribution. The mean queue size 
of both r tPS and nrtPS are respectively 𝐿𝑞1  and 

𝐿𝑞2  and have both a geometric distribution. The 

mean number of packets in both queues is 
respectively 𝐿1  and 𝐿2 . The threshold value for 

each queue, namely 𝑇ℎ1  and 𝑇ℎ2 , relates to the 
rate the queue is fi lling up and to the packet loss 
𝜔1  and 𝜔2 . A burst has a maximum of 𝑅1  

packets for class 𝐶1 rtPS traffic. 
When applying the courteous algorithm, the 
higher priority queue gives up its turn for service 
for the benefit of the lower priority queue until 

its queue fi lls up to the threshold value of 𝑇ℎ1 . 
The expected number of packets for reaching 
this threshold is 𝛾 which is also the number of 
class 𝐶2 packets that benefit from the courteous 

time. The waiting time in the queues for both 
classes is respectively 𝑊𝑞1  and 𝑊𝑞2 . 

 

Figure 1. M/G/1 queuing system for the 

courteous algorithm  

Figure 2 represents the state diagram of the 
M/G/1 model with Priority Queuing. It is the 
basic model that will  be considered in our 
solution. A state 𝑃𝑚 ,𝑛represents a system with m 
rtPS packets, 𝑛 nrtPS packets. While 𝑃𝑚 +1,𝑛  

represents a system with 𝑚 + 1 rtPS packets 
and  𝑛 nrtPS packets. 

Arrival 𝜆1  increments the number of packets in 
rtPS queue. This would effect a change of state 
from 𝑃𝑖 ,𝑗 to 𝑃𝑖 +1,𝑗 . Likewise, a new arrival 𝜆2 

which would increment the nrtPS queue would 
change the state from 𝑃𝑖 ,𝑗 to 𝑃𝑖 ,𝑗 +1 . Once a 

packet is served, the state changes by retracting 
to an earlier stage. For example, servicing a 
priority packet will  cause a change in state from 
𝑃𝑖 ,𝑗 to 𝑃𝑖 −1,𝑗  ( if the system permits it); while the 

service of an nrtPS lower priority packet will 
move states from 𝑃𝑖 ,𝑗 to 𝑃𝑖 ,𝑗−1  (again if the move 

is legal). 
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Figure 2 . State transition diagram  
 

The set of formulas, as developed in [3] would 
be very relevant to our system. The following 
formulas have been derived from our state 
diagram in figure 2. 

 𝐿1 =  
 𝜆1

𝜇
  1 + 𝜌−  

𝜆1

𝜇
 

 1−
𝜆1

𝜇
 

  (6) 

 𝐿𝑞1  = 
 𝜌

𝜆1

𝜇
 

 1−
𝜆1

𝜇
 

                                      (7) 

 𝑊𝑞1 = 
𝜌
𝜇 −𝜆1
                                         (8) 

 

𝐿2 = 
 𝜆2

𝜇
  1 +𝜌

𝜆1

𝜇
−

𝜆1

𝜇
 

 1− 𝜌  1 −
𝜆1

𝜇
 

                   (9) 

             𝐿𝑞2 =  
 𝜌

𝜆2

𝜇
 

 1−𝜌  1 −
𝜆1

𝜇
 

                             (10) 

 𝑊𝑞2  = 
𝜌

 1− 𝜌  𝜇−𝜆1 
                    (11) 

We would further need to compute the 
courteous coefficient 𝛾 and the tolerated 
waiting time 𝜉1  of packets of class 𝐶1. 

When Courteous Algorithm is applied, the mean 

packet waiting time for class rtPS will  increase 

by 𝜉1 . On the other hand, nrtPS packets will 

benefit of an equivalent mean waiting time. 

The additional waiting time for rtPS will  increase 
the mean queue length and thus the mean 
number of rtPS packets in the system. This 
additional waiting value corresponds to the 

Courteous coefficient 𝛾. Since the average 
service time is the same for both queues, the 
number of nrtPS that benefit from this solution 

is the same as that of rtPS that give up their 
service. Therefore, the mean queue length for 
nrtPS and the mean number of packets of this 
class will  be reduced by 𝛾. We can then consider 

the following system of equations (12). 

𝐿𝑟𝑡𝑃𝑆  =  𝐿 1 +  𝛾 

𝐿𝑞𝑟𝑡𝑃𝑆  =  𝐿𝑞1  +  𝛾 

𝑊𝑞𝑟𝑡𝑃𝑆 =  𝑊𝑞 1  + 𝜉1                                                        (12) 

𝐿𝑛𝑟𝑡𝑃𝑆  =  𝐿2 −  𝛾 

𝐿𝑞𝑛𝑟𝑡𝑃𝑆  =  𝐿𝑞2 −  𝛾 

𝑊𝑞𝑛𝑟𝑡𝑃𝑆 = 𝑊𝑞2  –  𝜉1 

Computation of 𝝃𝟏 and 𝜸 
The following two equations compute 𝜉1  and 𝛾. 

 
 𝛾 = (𝐾1 − ( 𝜆1  +  𝜎𝜆1

  ∗   𝑊𝑞1    +  𝜎𝑊𝑞1
  ) ) –   𝐿𝑞1     (13) 

 
Where 𝜎𝜆1

 being the variance of 𝜆1 and 𝜎𝑊𝑞1
the 

variance of 𝑊𝑞1 .  

We can then specify: 
 
𝜉1  =  𝛾 ∗  µ     (14) 

Therefore   
𝜉1 = ((𝐾1 − ( 𝜆1  +  𝜎𝜆1

  ∗   𝑊𝑞1    +  𝜎𝑊𝑞1
  ) ) –  𝐿𝑞1) ∗µ  (15) 

Computation of priority 

Our queuing model serves the arriving packets 
in order of priorities. Before serving a queue, 
the system computes the packet priority of each 

head of queue and services the one that scores 
the highest priority.  
Packets from class 𝐶1 have priority 𝑃𝑟1  and 

packets from class 𝐶2 have priority 𝑃𝑟2 . In this 
M/G/1 system of queues there are, at all  time 𝑡, 
𝑖  packets of priority 𝑃𝑟1  (rtPS queue) and 𝑗 
packets of priority 𝑃𝑟2  (nrtPS queue) and one 

packet of priority 𝑃𝑟𝑀𝑎𝑥  at the server suc as: 
PrMax = Max (Pr1, Pr2)                                                            (16) 

In order to compute 𝑃𝑟𝑀𝑎𝑥 , it is necessary to 
determine the values of 𝑃𝑟1  and 𝑃𝑟2 . 
We assume that: 

0 ≤  𝑃𝑟𝑘 ≤  1,𝑠𝑢𝑐ℎ  𝑎𝑠  𝑘  =  {1,2}                      (17)  

 
Given 𝛽1  and 𝛽2 , the weight relative to 

rtPS_Queue and nrtPS_Queue that are reflecting 
the percentage of bandwidth allocated to 
classes 𝐶1 and 𝐶2  respectively. Note:  
𝛴𝛽𝑖 ≤  1  | 𝑖 = {1,2}                                            (18) 

0 ≤  𝛽2 < 𝛽1 ≤  1 

Also, 𝑊𝑠1  and 𝑊𝑠2  which are the waiting time in 
the system of classe 𝐶1 and class 𝐶2 Packets 
respectively such that :  
 
𝑊𝑠𝑘 =  𝑊𝑞𝑘  +  µ    | 𝑘 = {𝑟𝑡𝑃𝑆,𝑛𝑟𝑡𝑃𝑆}                 (19) 

 
Given 𝜓, the rate of congestion in the 

transmission channel.  
Priority of packet 𝑃𝑘  depends on a number of 
factors, namely : 
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 The packet class. The normal objective is to 

give a higher priority to rtPS traffic packets 
which is feasible based on formula (18).  

 The packet system waiting time 𝑊𝑠1  for the 

one belonging to class 𝐶1, and 𝑊𝑠2  for class 
𝐶2. Furthermore, packets will  increase in 
priority the longer they wait. This will 
prevent the loss of packets.  

 The rate of congestion 𝜓  in the 

transmission channel which will  have the 
effec t to increase the packet priority as the 
congestion increases.  

These three factors are considered in the 

computation of priorities as follows: 
                                  𝛽1  + (   𝑊𝑠1  /( 𝑊𝑠1  + 𝑊𝑠2  )  +   𝐿1 +  𝐿2)  𝐾1 + 𝐾2 + 1      

 𝑖𝑓  𝑓(𝑊𝑠1 ,𝜓) ≤  1 − 𝛽1                                          (19)                                
                                 𝛽1                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                        

 
                     𝛽2 +  𝑊𝑠2  /( 𝑊𝑠1  +  𝑊𝑠2  )  +   (𝐿1 +  𝐿2)  𝐾1 + 𝐾2 + 1       

 
        𝑖𝑓   𝑓 𝑊𝑠2 ,𝜓 ≤  1 −  𝛽1 +𝛽2     𝐿1 ≥ 𝑇ℎ1 

 

            𝑃𝑟2 =                                                                                                                  (20)        
𝑃𝑟1                                   𝑖𝑓   𝐿𝑞2 ≥ 𝑇ℎ2    𝐿𝑞1 < 𝑇ℎ1

         𝛽2                                        𝑖𝑓 𝑓 𝑊𝑠2 ,𝜓 >  1 −  𝛽1 +𝛽2  
         

 

Such that : 

 
          𝑓 𝑊𝑠1 ,𝜓  = 𝑊𝑠1  /( 𝑊𝑠1  + 𝑊𝑠2  )  +  (𝐿1 +  𝐿2 ) (𝐾1 + 𝐾2 + 1)                (21)  

          𝑓 𝑊𝑠2 ,𝜓 = 𝑊𝑠2  /( 𝑊𝑠1  + 𝑊𝑠2  )  +  (𝐿1 +  𝐿2)  𝐾1 + 𝐾2 + 1                      (22) 

 

B. Case of n queues 

Queuing system : 

In this section we consider the queuing system 
composed of n queues, each, 𝑄𝑖  corresponds to 

class of service 𝐶𝑖  such as 𝑖 = 1,2, … , 𝑛.  
Traffic arrival for class 𝐶𝑖 follows a a Poisson 

process with mean arrival of 𝜆𝑖  packets/sec. 

Note that 𝜆 is the total mean arrival rate where 

𝜆
  

=  𝜆 𝑖
𝑘
𝑖=1   

Service for class 𝐶𝑖 is exponential with a mean 
rate of 1/µ packet/s. 

The packet interarrival time for class 𝐶𝑖 is 
exponential with a mean time of 1/ 𝜆 𝑖 sec. 
The mean queue length for 𝑄𝑖such that 𝑖 ∈
 1, ,𝑛 , known as 𝐿𝑞𝑖  , is geometric. Similarly for 

𝐿𝑖 , the mean number of packets of class 𝐶𝑖 in 
the system.  
Computing 𝝃𝒊−𝟏    : 

We assume that there are 𝑖 classes of traffic 
where 𝑖 =  {1,2, …𝑘}. We need to compute 
 𝜉𝑖−1 , the tolerated supplementary waiting time 

for packets of traffic class 𝐶𝑖−1  We assume that 
𝑃𝑟1 >𝑃𝑟2>..>𝑃𝑟𝑘 , such that 𝑘 = {1, . . 𝑖 , …𝑛} each 
𝑃𝑟𝑘  is the priority of class 𝑘.  

The following equation calculates the value of  

𝜉𝑖−1, such that i {1, . . , 𝑘}. 

𝜉𝑖−1  = 𝑐𝑜𝑒𝑓𝑓𝑐𝑜𝑢𝑟𝑡𝑒𝑜𝑢𝑠  𝑖−1  * µ    (23) 

Similar to the two queues we can derive the 

following results : 
𝑅𝑖−1 =   𝜆𝑖−1  + 𝜎 𝜆𝑖−1

 ∗    𝑊𝑞𝑖−1   + 𝜎𝑊𝑞𝑖 −1
             (24) 

𝑐𝑜𝑒𝑓𝑓𝑐𝑜𝑢𝑟𝑡𝑒𝑜𝑢𝑠  𝑖−1  =𝐾𝑖−1 −   𝜆𝑖−1  + 𝜎 𝜆𝑖−1
 ∗    𝑊𝑞𝑖−1   +

 𝜎𝑊𝑞𝑖−1  – 𝐿𝑖−1     (25) 

𝑅𝑖−1  represents the maximum packets that can 
be contained in a burst of class 𝐶𝑖−1 . It is the 

product of the maximum packet arrival rate of 
this class and the maximum waiting time of the 
same class in the corresponding queue.  
𝑐𝑜𝑒𝑓𝑓𝑐𝑜𝑢𝑟𝑡𝑒𝑜𝑢𝑠  𝑖−1  represents the number of 

packets that give up their service time to 

packets of class 𝐶𝑖  Note that since the mean 
service time is the same for all  packets, 
whatever the priority, we can consider that 
𝑐𝑜𝑒𝑓𝑓𝑐𝑜𝑢𝑟𝑡𝑒𝑜𝑢𝑠  𝑖−1  is also the number of 

packets of class 𝐶𝑖  that benefits from the 
courtesy.  
Finally, the supplementary waiting time 
tolerance in the queue of class 𝐶𝑖−1 . is given by 

the following formula :   
𝜉𝑖−1  =  [ 𝐾𝑖−1 −   𝜆𝑖−1 +  𝜎 𝜆𝑖−1

 ∗    𝑊𝑞𝑖−1   +  𝜎𝑊𝑞𝑖−1
    –  𝐿𝑖 −1   ] * µ         (26) 

Note that : 

  𝐾𝑖−1: is the queue size of the courteous 
packets. 

 𝜆𝑖−1 : is the mean arrival rate of packets 

of class 𝐶𝑖−1  

 𝜎 𝜆𝑖−1
 : is the variance of 𝜆𝑖−1  

 𝑊𝑞𝑖−1: is the means waiting time of 
packets of class 𝐶𝑖−1 in their queue 

 𝜎𝑊𝑞 𝑖−1
: is the variance of 𝑊𝑞𝑖−1 

 µ  is the mean service time of a packet. 
All packets have the same mean service 
time.  

Considering the analysis made in  (Gross 1998), 

with respect to M/G/1 queue with many non 
preemptive priorities, we can consider the 
following equations in the computation of  
𝑊𝑞𝑖−1 , the mean waiting time in queue 𝑄𝑖−1 , 
and its length 𝐿𝑞 _𝑖−1   : 

 𝑊𝑞𝑖−1 = 
 

𝜌 𝑘−1
𝜇

𝑖−1
𝑘=1

 1−𝜎𝑖 −1  
 ∗(1−𝜎𝑖  )                       (27) 

11   r
k kr                                                (28) 

  ii

n
k ki

L
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1

                            (29) 

𝑃𝑟1  =  
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Computing the priority – Generalization to 

traffic of class  𝒊  

In addition to the two formulas (19) and (20) 

that give the values of the two first top 
priorities, we consider the following formulas 
that will  compute the other lower priorities.  

 
              𝛽3 +  𝑊𝑠3  /( 𝑊𝑠1  +  𝑊𝑠2  +   𝑊𝑠3 )  +  (𝐿1 +  𝐿2 +  𝐿3 )  𝐾1 +𝐾2 + 𝐾3 + 1       

 
𝑖𝑓   𝑓 𝑊𝑠3 ,𝜓 ≤  1 −  𝛽1 + 𝛽2 +  𝛽3   𝑎𝑛𝑑  𝐿2 ≥ 𝑇ℎ2 

 
                        

                                                                                                                                                 (30) 

𝑃𝑟2                                   𝑖𝑓   𝐿3 ≥ 𝑇ℎ3  𝑎𝑛𝑑    𝐿2 < 𝑇ℎ2

 𝛽3                                            𝑖𝑓 𝑓 𝑊𝑠3 ,𝜓 >  1 −  𝛽1 +𝛽2 +  𝛽3 

         

  

 

 

𝛽𝑖 +  𝑊𝑠𝑖  /(  𝑊𝑠𝑗
i
j =1 )   +   (  𝐿𝑗

i
j =1 )   𝐾𝑗

i
j =1 + 1       

 
𝑖𝑓    𝑓 𝑊𝑠𝑖 ,𝜓 ≤  1 −  (  𝛽𝑗

i
j =1 )   𝑒𝑡   𝐿𝑖−1 ≥ 𝑇ℎ𝑖−1 

 
                        

                                                                                                                                                      (31)    
𝑃𝑟𝑖−1                                   if   𝐿𝑖 ≥ 𝑇ℎ𝑖   𝐿𝑖−1 < 𝑇ℎ𝑖 −1

  𝛽𝑖                                           𝑖𝑓  𝑓 𝑊𝑠𝑖 ,𝜓 >  1 − (  𝛽𝑗
i
j =1 ) 

         

 

IV. Structure of the Courteous Algorithm  

Figure 3 shows the Courteous Algorithm as 

applied to a WiMAX network. The two types of 
traffic considered are rtPS for traffic of class 𝐶1 
and nrtPS for traffic of class 𝐶2. The 

corresponding queues are respectively 
rtPS_Queue and nrtPS_Queue. 
As was mentioned previously,   𝜔1  and 
𝜔2  represent, respectively, thresholds for rate 

of rtPS and nrtPS packets loss tolerated in the 
system. These values are respectively 
proportional to 𝑇ℎ1  and 𝑇ℎ2 . These later are 

queues fi lling thresholds for rtPS_Queue and 
nrtPS_Queue. 
For the system il lustrated in figure 1, we apply 
the computation of the priorities for rtPS and 

nrtPS packets in the queues. This is the result of 
the function in the algorithm “Priority 
Computation” shown in figure 3. This procedure 
indicates whose turn it is to be served, rtPS or 

nrtPS.  
If rtPS is to be served the nit can be courteous 
by giving up its turn of service i f the threshold  

Th1 is not reached. This is indicated by the value 
of coeffcourteous greater or equal to 1. 
For every iteration, the number of nrtPS packets 
served is indicated by the counter cpt such that 

its value is less or equal to coeffcourteous, the 
expected number of packets up to the threshold 

𝑇ℎ𝑟𝑡𝑃𝑆  given a tolerated packet loss of 𝜔1 . The 
initial value of cpt is 1. 

Nbrpk_courteous identifies the total number of r tPS 
courteous packets in a predefined time interval. 
It is also, by definition, equal to the number of 
nrtPS benefiting from this solution. This will 

allow us to evaluate the performance of our 
algorithm. Thresholds 𝑅1 , 𝑅2 , 𝑇ℎ1 , 𝑇ℎ2  make it 
possible to compute coeffcourteous, and allow to 
decide if the application of our algorithm is 

feasible. 
 

 

 

 

 

 

 

 

Figure 3  Courteous Algorithm applied to WiMAX 

network: Two classes of service. 

 
The following two cases indicate the conditions 

when r tPS will  not give up its service in favour of 
nrtPS :  
 The nrtPS packet loss probability is not 

important. This is shown by values below 
Th2. 

 The service time for nrtPS is greater than 

the tolerated supplementary waiting time 
for an rtPS packet. This is shown by 𝜏2  >
 𝜉1 . 

The function « Priority Computation » in the 

algorithm, calculates the priority of rtPS and 
nrtPS packets. This function then returns a value 
« Turn » that indicates within the algorithm 

witch packet of the two classes 𝐶1  or 𝐶2 will  be 
served first.  
Figure 3 represents the function 
Compute_Threshold (𝑅1 , 𝑅2 , 𝑇ℎ1 , 𝑇ℎ2) used in 

the Courteous algorithm. It calculates values for 
𝑇ℎ1  and 𝑇ℎ2  corresponding to thresholds for 
tolerated packet loss probabilities 𝜔1  and 𝜔2  in 

relation to the queues rtPS_Queue and 

𝑃𝑟3 =  

𝑃𝑟𝑖 =  

Compute_Threshold (𝑅1, 𝑅2,𝑇ℎ1 ,𝑇ℎ2  ) 
Nbrpk_courteous = 0  

If  𝐿𝑞𝑟𝑡𝑃𝑆  ≠  0  et   𝐿𝑞𝑛𝑟𝑡𝑃𝑆  ≠  0  then  
Priority Co mputation  

 If 𝑇𝑢𝑟𝑛  =  1 then  

 If 𝐿𝑞𝑟𝑡𝑃𝑆 < 𝑇ℎ1  then  
 If 𝐿𝑞2 >  𝑇ℎ2  then  
 Compute 𝑐𝑜𝑒𝑓𝑓𝑐𝑜𝑢𝑟𝑡𝑒𝑜𝑢𝑠  

 Cpt = 1 
 While  𝑐𝑝𝑡 ≤ 𝑐𝑜𝑒𝑓𝑓𝑐𝑜𝑢𝑟𝑡𝑒𝑜𝑢𝑠  

 Serve (nrtPS_Qu eue)  
 cpt = cpt + 1  

 Nbrpk_courteous=Nbrpk_courteous+1  
 End While 

 End If 

 Else  
 Serve (rtPS_Queue)   
 End If  

 Else 
 Serve (nrtPS_Qu eue)   

 End If 
End If  
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nrtPS_Queue, respectively. Indeed, 𝑇ℎ1  and 
𝑇ℎ2  will assure that the conditions for applying 

the courteous algorithm are satisfied.  
 

 

 

 

 

 

Figure 4 Compute_Priority Function. 

 

 

 

Figure 5 Compute_Threshold Function. 

This procedure also calculates values for R1 
required in finding 𝑐𝑜𝑒𝑓𝑓𝑐𝑜𝑢𝑟𝑡𝑒𝑜𝑢𝑠  which 
represents the number of packets that can jump 

their turn of service in favour of class nrtPS. The 
wait time is the supplementary tolerated 
waiting time  𝜉1 . 

IV. Simulation approach  

A set of scenarios have been realized, 
representing a system of M/G/1 queues with 
non pre-emptive priorities for uplinks within a 
base station of a WiMAX network. The 

scheduling algorithms CPQ, PQ and WFQ have 
each been applied separately while considering 
the same basing parameters such as packets 

arrival rates for rtPs et nrtPS, Queues size and 
their weight, the maximum size of a voice traffic 
burst, the maximum waiting time for rtPS 
packet, etc.  

Each scenario takes into consideration a 
maximum waiting time for voice traffic. The 
simulation was done with delays of 10 ms and 
20 ms. This has been applied to the three 

models namely PQ, WFQ and CPQ. 
The mean interarrival rate for rtPS is of the 
order of 0.0001s and that of nrtPS is equal to 

0.00001s. The sample size is 10000. 
Numerical results:  

Table 1 summarizes the most important 
numerical results for the 3 algorithms CPQ, WFQ 

and PQ. Data in the table show that PQ is 
optimal for the mean waiting time in rtPS 
queue, as well as for the average size, while CPQ 
performs better for the mean waiting time for 

nrtPS as well as for its size. WFQ results are in 
between those of the two previous algorithms.  
Note that the mean waiting time in the voice 
queue for CPQ is greater than found in the other 

models. This is explained by the fact that a great 
number of rtPS packets give their turn of service 
to other classes, thus increasing their waiting 

time but without reaching the rtPS tolerated 
maximum delay. This is reflected by the fact that 
no voice packet is lost in this case. The nrtPS 
packets that benefit from this courtesy is of the 

order of 82.49% of all  arriving nrtPS packets. 

Table 1  Numerical results  

Results CPQ WFQ PQ 

rtPS (voice) mean # 
 of packets in qu eue  

 4.964  0.13289  0.10695 

nrtPS (data) mean # 

 of packets in qu eue 

 6.2788  6.879  6.8855 

rtPS (sec) mean 
queueing  delay  

 5.006e-

005  

 1.3857e-

006   

 1.1153e-

006   

nrtPS (sec) mean 
queueing  delay  

 6.3893e-

005   

 7.1723e-

005   

 7.1798e-

005   

# of rtPS p ackets  

arrived   

 900  900  900 

# of nrtPS p ackets  
arrived   

 9102  9100  9100 

# of rtPS lost p ackets  0 0 0 

# of nrtPS lost pac kets   890  1115  1116 

# nrtPS p ackets  

advantaged  

7509   

% of packets  
advantaged  

82.49%   

Graphical results 

Study of rtPS queue length 
Figure 6 shows the queue length for rtPS. The 

smallest queue is found with PQ followed by 
WFQ. CPQ is in fact the method where the 
longest queue for rtPS is found. In this latter 
instance it is noted that 80% of FTP packets are 

served instead of voice packets. It should 
however be noted that the increase of the 
queue length in CPQ for voice packets does not 

affect the QoS of this service since the packet 
loss rate is null.  

 𝑅1  =   𝜆1  + 𝜎 𝜆1 ∗  (𝑊𝑞1  + 𝜎𝑊𝑞1 )        

 𝑅2 =   𝜆2  + 𝜎 𝜆2 ∗  (𝑊𝑞2  +  𝜎𝑊𝑞2 )         

 𝑇ℎ1 =  𝐾1–𝑅1 

 𝑇ℎ2 =   𝐾2 – 𝑅2  

 

       𝑃𝑟1  = 𝛽1 +𝐹𝑝𝑟1  

        𝑃𝑟2  = 𝛽2 + 𝐹𝑝𝑟2 

𝑀𝑎𝑥𝑃𝑟  =     𝑀𝑎𝑥 (𝑃𝑟1,𝑃𝑟2) 

𝐹𝑝𝑟1 = 𝑓 𝑊𝑠1 ,𝜓     
𝐹𝑝𝑟2 = 𝑓 𝑊𝑠2 ,𝜓     
If 𝐹𝑝𝑟1 >  1−  𝛽1 then   𝑃𝑟1  = 𝛽1 
else 

End If 
If 𝐹𝑝𝑟2 >  1−  𝛽1  − 𝛽2   Then 𝑃𝑟2 =  𝛽2 
else 

End If 

If 𝑀𝑎𝑥𝑃𝑟 =  𝑃𝑟1 Then     𝑇𝑢𝑟𝑛 =  1 
else     𝑇𝑢𝑟𝑛 =  2 
End If     
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Figure 6  rtPS  queue length. 

Study of nrtPS queue length 

Figure 7 shows that the smallest queue length 
for nrtPS is obtained wi th the CPQ approach. 
This is indeed the result of the courtesy made by 
the queues of higher priority to lower queues. 

WFQ is the next better approach because it 
gives a chance to lower priority queues to be 
served. PQ on the contrary only gives service to 
lower priority queue when higher priority 

queues are empty.  

 

Figure 7  nrtPS  queue length. 

Study of the waiting time of rtPS queue 

The additional waiting time in CPQ (figure 8) 

imposed to voice packets is important because 
of the increase of nrtPS packets benefiting of 
this courtesy. It is clear that PQ as well as WFQ 

have a better performance for rtPS queue for 
which the waiting time is very low.  

 

Figure 8 Waiting time for voice queue. 

Study of the waiting time of nrtPS queue 

Figure 9 shows that the best possible waiting 
time for nrtPS is possible with the CPQ model. It 

is no surprise to find the longest waiting time for 
this king of traffic within the PQ model. WFQ 

model is nearer to PQ.  
 

 

Figure 9. Waiting time for nrtPS queue. 

Study of nrtPS packet loss rate  

From figure 10 it is shown that the packet loss in 
nrtPS is smallest with the CPQ approach. The 

courtesy offered by higher priority queues 
reduces data packet loss.  
The courteous algorithm thus offers the 
opportunity to reduce considerably the data 

waiting time, nrtPS queue size, and, most 
important, reduces the packet loss rate. This 
important result shows that the system will  be 

subject to less congestion caused by data 
retransmission due to a high packet loss rate.  

 

Figure 10  Packet loss for nrtPS class. 

Contribution of the courteous algorithm 

In order to obtain reliable and representative 
results, we will  consider the ratio of the mean 

arrival rate of nrtPS traffic over the total mean 

arrival rate, i .e. 𝑟𝜆2  =  
𝜆2

(𝜆1 + 𝜆2) . This 

parameter could indicate when the proposed 
algorithm would be mostly recommended and 

under what mean arrival rate of nrtPS traffic to 
apply it. 

Table 2 Contribution of CPQ in terms of nrtPS 

traffic rate 

Max delay 

for rtPS 

10 ms 10 ms 20 ms 20 ms 20 ms 

𝜆1(pack/sec)  2500 250 5000 5000 10000 

𝜆2(pack/sec)  10000 10000 20000 40000 100000 

𝑟𝜆2   80 % 97.5% 80% 88.8% 90.9% 

Contrib. of 

CPQ 

7.5758% 2.1561% 13.26% 22.24% 82.49% 
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As shown on table 2, two standard maximum 
delays tolerated for voice, namely 10 ms and 20 

ms have been used in our scenarios. The 
maximum delay for rtPS packets is in fact that of 
voice packets. In our scenarios these values are 
threshold, once exceeded packets are 

destroyed. 
Figure 11 gives an indication of the posi tive 
implication of the proposed algorithm. The 
figure shows the two cases of maximum delays 

(𝑫𝒎𝒂𝒙) of 10 ms and 20 ms for rtPS traffic. 
Figure 11 indicates in the case of 𝑫𝒎𝒂𝒙 rtPS of 

10ms, as the nrtPS arrival rate increases, the rtPS 

packets are becoming less courteous. This result 

stems from the fact that too short a delay (10 ms) 

does not give enough time for rtPS packets to 

give up some of their service t ime. This implies a 

reduction of ξ1 representing the additional 

wait ing time of the courteous packets. Reduction 

of ξ1 also implies the reduction of 

𝒄𝒐𝒆𝒇𝒇𝒄𝒐𝒖𝒓𝒕𝒆𝒐𝒖𝒔  representing the number of data 

packets that could have been served. 

As for the case of 𝐷𝑚𝑎𝑥  rtPS of 20ms, the 

proposed algorithm is more favourable to an 
increase in of nrtPS traffic. By increasing the 
tolerated maximum delay for voice packets 
increases the value of 𝜉1 . As long as this value is 

not reached, voice packets can wait.  
𝑐𝑜𝑒𝑓𝑓𝑐𝑜𝑢𝑟𝑡𝑒𝑜𝑢𝑠   is influenced by 𝜉1 .. Its value will 
also increase. The percentage of nrtPS packets 
privileged by CPQ will  therefore increase.  

The proposed algorithm is highly recommended 

when nrtPS traffic is important with respect to 

rtPS traffic. The rtPS traffic should have a higher 

tolerated maximum delay.  

 

Figure 11  Courteous algorithm contribution. 

V. CONCLUS ION 

WiMAX networks offer the possibility to expand 
service to isolated areas. It gives a very 

performant solution in terms of throughput, 
economic reacheability compared to wired 
alternative. What is required is a base station 

(BS) and users equipped with indoor or outdoor 
modems. Coverage of a BS can reach 50 Km. 

QoS is however a crucial point in this network. 
Work has been undertaken in solving a number 
of issues namely mobility, admission control, 
scalability, scheduling and more.  

Most of the research work has developed 
algorithms in conformity with IEEE802.16 
standard, favouring rtPS traffic and giving less 
importance to nrtPS requirements. Real time 

traffic is definitely important because of its 
sensibility to delay. This is why most of the 
research work is polarized in optimizing 

response time to rtPS traffic.  
Our proposal offers an alternative while still 
striving to offer the best service to rtPS traffic. It 
in fact shows that the service to nrtPS can 

substantially be improved while maintaining a 
high QoS standard for rtPS traffic. Our proposal 
improves indirectly the overall  traffic since it 

contributes to the reduction of the packet loss 
rate, reduction of its retransmission, and 
reduction of congestion with the reduction of 
non real time traffic in the WiMAX environment.  

Our proposal is offering a scheduling system for 

different traffic types in IEEE802.16 networks. 

Differently from existing algorithms our 

approach improves the scheduling of lower 

priority traffics while responding to the higher 

priority constraints. The principle in our 

approach consists in substituting service of 

packet of high priority with service to lower 

priority traffic whenever possible. This is in fact 

possible when the maximum packet loss rate of 

the courteous class has not been reached. 

Furthermore, the supplementary waiting time 

imposed on higher priority packets should not 

exceed the maximum tolerated waiting time.  

Our mechanism is applicable to upstream 
channels to the base station. It may also be 
implemented in a user station used as an access 
point for other  SS. Our study has focalized on 

two types of traffics namely rtPS and nrtPS. The 
results of our work can also be applied to the 
three types of traffic, rtPS, nrtPS and BE. It may 

also be applicable to subclasses within these 
established classes such as current calls, new 
calls and signalling calls for mobile WiMAX. This 
approach could also be extended to 

heterogeneous networks such as WiMAX/WiFi. 
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Consequently, scalability issue causes no 
problem to our approach.  

A mathematical model corresponding to our 
system has been developed. This model allowed 
us to calculate mean waiting time, buffer size, 
additional waiting time for courteous packets, 

and the maximum burst size as well as packet 
priority.  This has been validated with simulation 
using Matlab by comparing our results with 
those of the two scheduling algorithms PQ and 

WFQ. In some instances our results are similar 
to WFQ and better than PQ and in other cas es it 
demonstrates an improved performance. It is 

shown that the proposed algorithm is best 
suited when there is an increase in nrtPS traffic. 
A very encouraging result shows that our 
approach has allowed courteous service to more 

than 80% of lower priority packets. This does 
not deter service to high priority traffic which is 
comparable to that of WFQ.  
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