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Abstract: - Class cohesion refers to the extent to which the members of a class are related. Several class cohesion metrics are proposed in the literature to indicate class cohesion and a few of them are mathematically validated against the necessary properties of class cohesion. Metrics that violate class cohesion properties are not well defined, and their utility as indicators of the relatedness of class members is questionable. The purpose of this paper is to mathematically validate nine class cohesion metrics using class cohesion properties. Results show that the metrics differ considerably in satisfying the cohesion properties; some of them satisfy all properties and others satisfy none.
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1 Introduction
Class cohesion is an important object-oriented software quality attribute. It indicates the relatedness between the methods and attributes in a class [1]. Assessing the class cohesion and improving the class quality accordingly during object-oriented design phase allows for lower management costs in the later phases. Software developers use class cohesion measure to assess the quality of their products and to guide the restructuring of poorly-designed classes. A class that has high cohesion cannot be easily split into separate classes. Highly cohesive classes are more understandable, modifiable, and maintainable [2].

Researchers have introduced several metrics to indicate class cohesion. In order to increase the likelihood that a cohesion metric is well defined and serves as a good indicator for the relatedness of the class members, researchers must validate the metric, both theoretically and empirically. Briand et al. [3] proposed four properties that must be satisfied by all class cohesion metrics. If a metric does not satisfy any of these properties, the metric is ill-defined and its usefulness as a cohesion indicator is questionable [3]. These properties provide a supportive underlying theory for the metrics. Empirical validation is necessary to show the usefulness of the metrics. Despite its importance, few researchers focus on the theoretical validation of the metrics. In this paper, we theoretically study the validity of nine class cohesion metrics, using the properties introduced by Briand et al. [3]. We provide mathematical proofs for the metrics that satisfy the cohesion properties, and we provide counter examples, otherwise. Our results show that most of the metrics satisfy all or the majority of the properties.

This paper is organized as follows. Section 2 provides an overview of the class cohesion metrics and necessary properties. In Section 3, the satisfaction of nine class cohesion metrics to the necessary properties is supported or refuted. Finally, Section 4 includes conclusions and a discussion of future work.

2 Related Work
This section overviews the considered class cohesion metrics and other class cohesion metrics. In addition, it includes a summary of the class cohesion necessary properties that all class cohesion metrics must satisfy.

2.1 Overview of class cohesion metrics
Researchers have proposed several class cohesion metrics in the literature. These metrics are based on the use or sharing of the attributes of the class. Bieman and Kang [4] describe two class cohesion metrics, TCC (Tight Class Cohesion) and LCC (Loose Class Cohesion), to measure the relative number of directly-connected pairs of methods and the relative number of directly-connected pairs of methods, respectively. TCC considers two methods to be connected if they share the use of at least one attribute. A method uses an attribute if the attribute appears in the method’s body or the method invokes directly or indirectly another method that has the attribute in its body. LCC considers two methods to be connected if they share
the use of at least one attribute directly or transitively. Badri [5] introduces two class-cohesion metrics, DC_D (Degree of Cohesion-Direct) and DC_I (Degree of Cohesion-Indirect), that are similar to TCC and LCC, respectively, but differ by considering two methods connected also when both of them directly or transitively invoke the same method. Briand et al. [3] propose a cohesion metric (called Coh) that computes the cohesion as the ratio of the number of distinct attributes accessed in methods of a class. Fernandez and Pena [6] propose a class cohesion metric, called Sensitive Class Cohesion Metric (SCOM) that considers the cardinality of intersection between each pair of methods. In the metric presented by Bonja and Kidanmariam [7], the degree of similarity between methods is used as a basis to measure class cohesion. The similarity between a pair of methods is defined as the ratio of the number of shared attributes to the cardinality of intersection between each pair of methods. The cohesion is defined as the ratio of the number of distinct attributes referenced by both methods to the total number of possible pairs of methods. The metric is called CC (Class Cohesion).

Bansiya et al. [8] proposed a design-based class cohesion metric called Cohesion Among Methods in a Class (CAMC). In this metric, only the method–method interactions are considered. The CAMC metric uses a parameter occurrence matrix that has a row for each method and a column for each data type that appears at least once as the type of a parameter in at least one method in the class. The value in row \(i\) and column \(j\) in the matrix equals 1 when the \(i\)th method has a parameter of \(j\)th data type. Otherwise, the value equals 0. The CAMC metric is defined as the ratio of the total number of 1s in the matrix to the total size of the matrix.

Counsell et al. [9] propose a design-based class cohesion metric called Normalized Hamming Distance (NHD). In this metric, only the method–method interactions are considered. The metric uses the same parameter occurrence matrix used by CAMC metric. NHD calculates the average of the parameter agreements between each pair of methods. The parameter agreement between a pair of methods is defined as the number of places in which the parameter occurrence vectors of the two methods are equal. Other related work in the area of software cohesion can be found in [10,11,13,14].

In a previous paper [12], we considered the theoretical validation of six lack-of-cohesion based metrics and this paper is a continuation of that work. In this paper, we validate another nine class cohesion metrics.

2.2 Class cohesion metric properties

Briand et al. [3] defined four properties for cohesion metrics. The first property, Property 1, called non-negativity and normalization, is that the cohesion measure belongs to a specific interval \([0, \text{Max}]\). Normalization allows for easy comparison between the cohesion of different classes. The second property, Property 2, called null value and maximum value, holds that the cohesion of a class equals 0 if the class has no cohesive interactions; the cohesion is equal to Max if all possible interactions within the class are present. The third property, Property 3, called monotonicity, holds that adding cohesive interactions to the module cannot decrease its cohesion. The fourth property, Property 4, called cohesive modules, holds that merging two unrelated modules into one module does not increase the module's cohesion. Therefore, given two classes, \(c_1\) and \(c_2\), the cohesion of the merged class \(c'\) must satisfy the following condition: cohesion\((c')\) ≤ \(\max\{\text{cohesion}(c_1), \text{cohesion}(c_2)\}\).

3 Theoretical Validation

This section studies the theoretical validation of nine class cohesion metrics. The definition of each metric is overviewed and the satisfaction of the metric to the four class cohesion necessary properties is proved mathematically or disproved, using a counter example.

3.1 TCC and LCC [4], DC_D and DC_I [5], and Coh [3]

**Definition:** TCC, LCC, DC_D, DC_I, and Coh are defined as the relative number of cohesive interactions. They differ only in their definitions for the cohesive interactions as discussed in Section 2.

**Property 1 and Property 2:** For the following discussion, the five metrics are referenced as R. The minimum value for R is 0 when the class has no cohesive interactions. The maximum value for R is 1 when the class has the maximum possible number of interactions. Therefore, the five metrics satisfy both Property 1 and Property 2.

**Property 3:** Since R is defined as the relative number of cohesive interactions, it increases when a cohesive interaction is added to the class model. Therefore, the five metrics satisfy Property 3.

**Property 4:** To prove the satisfaction of R to Property 4, we introduce the following numerator-denominator cohesion proving model:
shows an example (Class A and Class B) for which the metric violates Property 3. This decrease is due to the fact that, in SCOM, the similarity is reversely proportional to the minimum number of attributes used in both methods. In some cases, adding a cohesive interaction increases this number and, consequently, decreases the similarity between some pairs of methods. When this decrease is greater than the increase of the similarity between some other pairs of methods in the class, the SCOM value decreases.

**Property 4:** To use our numerator-denominator cohesion proving model, we adjust the definition of similarity as follows:

\[
Similarity(i, j) = \frac{|I_i \cap I_j|}{\min(|I_i|, |I_j|)} = \frac{m_{ij}}{I}
\]

Therefore,

\[
SCOM(C) = \frac{\sum_{i=1}^{k} \sum_{j=1}^{l} Similarity(i, j)}{\frac{k(k-1)}{2}} = \frac{\sum_{i=1}^{k} \sum_{j=1}^{l} m_{ij}}{\frac{lk(k-1)}{2}} = \frac{N(M)}{D(C)}
\]

When two unrelated classes A and B are merged in class M, \(m_{ij}\) between each pair of methods in class A and class B does not change, because none of the parameters on which the \(m_{ij}\) value depends change. Since classes A and B are unrelated, \(m_{ij}\) between any method in class A and any method in class B equals 0 because none of the attributes are shared between the methods. Therefore, \(N(M) = N(A) + N(B)\) (i.e., satisfies Condition 1). The following proof shows that SCOM satisfies Condition 2.

\[
D(M) = 0.5[(l+n)(k+m)(k+m-1)] = 0.5lk(k-1)
\]

\[
= D(A) + D(B) + 0.5[(lm+n)(k+m-1) + m(lk+nk)] > D(A) + D(B)
\]

As a result, SCOM satisfies the cohesion module property.

### 3.3 CC [7]

**Definition:** The similarity between a pair of methods \(i\) and \(j\) is defined as follows:

\[
Similarity(i, j) = \frac{|I_i \cap I_j|}{|I_i \cup I_j|}, \text{ where } I_i \text{ and } I_j \text{ are the sets of attributes referenced by methods } i \text{ and } j, \text{ respectively.}
\]

Cohesion is defined as the ratio of the summation of the similarities between all pairs of methods to the total number of possible pairs of methods.

**Property 1 and Property 2:** The minimum value for CC is equal to 0 when none of the methods share common attributes, which includes the case in which none of the methods use any attribute (i.e., the model does not have any cohesive interaction). The maximum value for CC is 1 when all methods share all attributes (i.e., the model has all possible cohesive interactions). Therefore, the SCOM metric satisfies both nonnegativity and normalization, as well as null and maximum value cohesion properties.

**Property 3:** In some cases, when a cohesive interaction is added to the model, the SCOM value of the class decreases to some extent. Figure 1
common attributes, which includes the case in which none of the methods use any attribute (i.e., the model does not have any cohesive interaction). The maximum value for CC is 1 when all methods share the same set of attributes, which includes the case in which all methods share all attributes (i.e., the model has all possible cohesive interactions). Therefore, CC metric satisfies both nonnegativity and normalization, as well as null and maximum value cohesion properties.

Property 3: CC does not satisfy Property 3 in some cases. That is, when a cohesive interaction is added to a class, the counterintuitive result may be a class with a lower CC value, as depicted in classes C and D, shown in Figure 1. This occurs because the addition of a cohesive interaction may increase the similarities between pairs of methods and decrease the similarities between other pairs of methods. In this case, the cohesion increases if the summation of the similarities between pairs of methods increases, and vice versa.

3.4 CAMC [8]

Definition: The ratio of the total number of 1s in the parameter occurrence matrix to the total size of the matrix.

Property 1 and Property 2: The minimum value for CAMC is $\text{CAMC}_{\text{min}} = (k+l-1)/kl$ when each parameter type is used by only one method and the class type is used by all methods. The maximum value for CAMC is 1 when all methods have the same parameter types. Since the minimum value for CAMC is greater than zero, the metric does not satisfy Property 1. Since the model of the class used by CAMC cannot be free of cohesive interactions, the null and maximum value property is not applicable.

Property 3 and Property 4: CAMC is defined as the relative number of cohesive interactions in the model that represents the class. Therefore, similar to R metrics, CAMC satisfies the monotonicity and cohesive modules properties.

3.5 NHD [9]

Definition: $NHD = 1 - \frac{2}{lk(k-1)} \sum_{j=1}^{l} x_j (k - x_j)$, where $k$ is the number of methods, $l$ is the number of distinct parameter types, and $x_j$ is the number of 1s in the $j$th column of the parameter occurrence matrix (i.e., number of methods that use parameter $j$).

Property 1 and Property 2: NHD metric has the minimum value when each column in the matrix that models the class has the maximum possible disagreements, by setting $x_j = k/2$ in the NHD formula [9]. In this case, $\text{NHD}_{\text{min}} = (k-2)/(2(k-1))$. The maximum value for NHD is equal to 1 when the matrix contains only 1s (i.e., the class has all possible interactions). Since the minimum value for NHD is greater than zero, the metric does not satisfy Property 1. Since the model of the class used by NHD cannot be free of cohesive interactions, the null and maximum value property is not applicable.

Property 3: Adding a cohesive interaction to the class is represented in the matrix by changing two entries in a column in the matrix from 0 to 1 if neither method used the parameter type, or changing one entry from 0 to 1 if one of the methods was using the parameter type. If a column $n$ in the matrix has $x_n > k/2$, where $x_n$ is the number of 1s in the column, according to the NHD formula, the value of NHD after adding the cohesive interaction is less than it was before adding the cohesive interaction, which violates Property 3.

Property 4: In some cases, NHD violates cohesion modules property. For example, consider two classes, A and B, where each has two methods; one
of the methods has two parameter types and the other method does not have any parameter types. In this case, the cohesion of each class is equal to 0. When the two classes are merged, the new matrix is \(4 \times 4\), and the NHD of the merged class is 0.5, which is greater than the NHD value of each of classes A and B.

4 Conclusions and Future Work

This paper shows how to prove or disprove the satisfaction of class cohesion metrics to the class cohesion necessary properties. Table 1 summarizes the results. The results show that five of the considered metrics satisfy all the properties, three satisfy the majority of the properties, and one does not satisfy any property, which raises questions about its ability to indicate class cohesion.

Table 1: Summary of the theoretical validation results

<table>
<thead>
<tr>
<th>Metric</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCC, LCC, DCD, DCI, and Coh</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>SCOM</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>CC</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>CAMC</td>
<td>No</td>
<td>N.A.</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>NHD</td>
<td>No</td>
<td>N.A.</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

In the future, we plan to theoretically validate other existing class cohesion metrics and empirically explore the relationships between the theoretical and empirical validation results.
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