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Chapter 1  

A New Index for Heavy Metals in Biological 

Monitorinring 

M. Mochizuki,  M. Mori,   R. Hondo,  F. Ueda 

  School of Veterinary Nursing and Technology, Nippon Veterinary and 
Life Science University, Tokyo 180-8602, Japan, m-mochi@nvlu.ac.jp 

  Department of Applied Biological Chemistry, Shizuoka University,    
Shizuoka 422-8529, Japan, acmmori@agr.shizuoka.ac.jp                                                                        
Laboratory of Veterinary Public Health, Nippon Veterinary and Life   
Science University, Tokyo 180-8602, Japan, fueda@nvlu.ac.jp 
(corresponding author), r-hondo@nvlu.ac.jp                                                                                

Abstract. This study was designed to verify the usefulness of the 
cadmium (Cd) standard regression line (CSRL) in animals                
uncontaminated with lead (Pb), and to develop a new index for Pb if 
the CSRL could not be used. Although a significant regression line 
for Pb was obtained using a total of 69 data points cited in published 
references, four data points were eliminated by the statistical               
examination (min-Pb line), and the min-Pb line was significantly 
different from the CSRL. The data from animals to which Pb was 
administered and from wildlife obviously polluted with Pb diverged 
from the min-Pb line. The contents of other heavy metals,                    
chromium, copper, manganese, zinc, arsenic, cobalt and selenium, 
in normal animals, cited from references, also fell on the min-Pb 
line, although the data for thallium fell on the CSRL. We named the 
min-Pb line the ‘Mochizuki–Ueda line’ because this line may               
become a widely used index for animals uncontaminated by             
multiple metals. 

Keywords. Biological monitoring, Cadmium, Experimental animal, 
Heavy metals, Index, Lead, Wildlife 

1                      2                         3                   3 
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1.1 Introduction 

Diseases caused by exposure to environmental contamination with toxic 
heavy metals, such as Itai-Itai disease caused by cadmium (Cd) and       
Minamata disease caused by mercury (Hg) in Japan, have become world-
wide problems. Therefore, we need to monitor environmental pollutants 
constantly. Many researchers have used biological monitoring of wildlife 
as a method of environmental monitoring. We have also reported the                
contamination of wild birds by several elements. However, there is often a 
discrepancy between the concentration of pollutants in the environment 
and the biological effects observed [14]. This is due to the lack of           
epidemiological data on the sex, age and feeding habits of the animals, and 
on the food-chains that involve the animals and the differences between 
species. Furthermore, it is difficult to distinguish uncontaminated wildlife 
from contaminated. We have developed a new biological index (the             
cadmium standard regression line; CSRL [10]) for species uncontaminated 
with Cd, using measurements on liver and kidney samples, by integration 
of data from previously published references. The CSRL is derived from 
62 species uncontaminated with Cd, and it has a fixed range of Cd contents 
in their organs, because we considered the differences in sex, age and   
species to be regulated by an equal probability ellipse (Cd equal                        
probability ellipse; CEPE, [15]).  

Metallothionein (MT), a metal binding protein, is known to yield as a 
combination with zinc (Zn) in animals; the Zn ions may be substituted by 
several metals such as Cd, mercury (Hg) and lead (Pb). The Cd–MT,           
Hg–MT and Pb–MT compounds are excreted from the body [5]. This              
suggests that data on these metals should fall on the CSRL or near to the 
CSRL. Therefore, the first aim of this study was to verify whether the 
CSRL can be used as an index for animals uncontaminated with Pb. If the 
CSRL cannot be used for Pb, the second aim was to develop a new index 
for Pb [11].  

1.2 Problem formulation 

The CSRL [10] is based on 101 data points obtained from 62 species                
described in 27 previously published reports. The data points in the CSRL 
represent the mean Cd contents (natural logarithm of each value) of the 
kidney and liver of the animals. The equation of this index is: 

Loge(Y)=0.902 loge(X)-1.334,  R2=0.944,  P<0.01 (1.1) 
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This equation was recalculated as a equation of the common logarithm 
[15] to produce the expression: 

log10(Y)=0.900 log10(X)-0.580,  R2=0.944,  P<0.01  (1.2) 

There was no difference between the two correlation coefficients obtained 
using equations (see Eq.1.1) and (see Eq1.2). This index is very useful to 
grasp the contamination degree of target animals. For example, the result 
of Japanese quail (Coturnix japonica) administrated by Cd [12] were 
shown in Fig.1.1. This index was also used, when we obtained the                  
differences of Cd accumulation of the renal cortex and medulla [16] 
(Fig1.1).  

 

Fig1.1.   The relationship between CSRL and the Cd contents of experimental  
animals contaminated by Cd 

On the other hands, Ueda et al. [15] have proposed that equation (see 
Eq1.2) of the CSRL is sufficient to use for biological monitoring of Cd. 
Thus, in the present study we used this equation. Furthermore, in the ex-
amination by Ueda et al. [15], 7 of the 101 data points fell outside the 95% 
equal probability ellipse of Cd (CEPE). The regression line for the 94 re-
maining data points (minimum-CSRL; min-CSRL) was:  
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log(Y)=0.941 log(X)-0.649,  R2=0.965,  P<0.01  (1.3) 

Here, ‘a3’ and ‘b3’ of the equal probability ellipse ‘X2／(a3)
2 + Y2／(b3)

2=1’ 
for equation (see Eq.1.3.) were: a3=0.272, b3=2.865, and the 
tan2θ3=22.94).  
The aim of this study was to verify whether these equations can be used 

as the indexes for animals uncontaminated with Pb. We used the computer 
software packages Excel 2003 (Microsoft), Excel statistical add-in                
software (Microsoft), Lotus 2001 (INSO) and JMP (SAS) for all statistical 
analyses.  

1.3 Problem solution 

1.3.1 Review of previous reports on Pb, and construction of the 
regression line 

In this review we selected references in which particular types of                      
contamination of animals were not described. Twenty-three previously 
published references that reported Pb contents in various animals were 
employed for the review. These references reported 69 data points from a 
total of 40 species: land birds and waterfowl, 9 species; seabirds, 5 species; 
terrestrial mammals, 11 species; marine mammals, 4 species, and                    
freshwater fish, 11 species. When the 69 data points were plotted on a 
graph with the Pb content in the liver on the abscissa and that in the kidney 
on the ordinate, a good correlation was obtained, as shown in Fig. 1.2. The 
equation of this regression line (the Pb line) was: 

log(Y)=0.973 log(X)+0.012,  R2=0.861,  P<0.01  (1.4) 

Figure 1.3 shows the Pb line and the 95% equal probability ellipse for 
equation (see Eq.1.4); four points on the Pb line fell outside the 95% equal 
probability ellipse, although there were no descriptions of Pb                    
contamination in the relevant references. The slope and the absolute term 
in equation (see Eq.1.4) were slightly changed after elimination of the four 
points. The equation of this minimum-Pb (min-Pb) line was: 

Log(Y)=0.988 log(X)-0.015,  R2=0.861,  P<0.01  (1.5) 

Here, the ‘a5’ and ‘b5’ of the equal probability ellipse ‘X2／(a3)
2 + Y2／

(b3)
2=1’ for equation (see Eq.1.5) were: a3=0.390, b3=2.022, and the tan2θ
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5= -14.74.  However, there was no significant difference between equations 
(see Eq.1.4) and (see Eq.1.5). 
 

 

Fig.1.2. The relation between Pb contents in kidney and liver (69 data)   

                                                                      

Fig.1.3. Pb line and the 95 % equal probability ellipse 
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1.3.2 Comparison of Pb line with the CSRL 

Table 1.1 shows the results of the statistical test for the two regression 
lines: the min-Pb line (see Eq.1.5) with 65 data points and the min-CSRL 
(see Eq. 1.3) with 94 data points. Two absolute terms were significantly 
different, while the slopes were the same. Although similar results were 
obtained with equations (eee Eq. 1. 2, 3, 4, 5), the P value from the                    
comparison of equations (see Eq.1.3) and (see Eq.1.5) was the lowest. 
These facts suggest that the Pb line is different from the CSRL, and that 
we should use the min-Pb line and min-CSRL to distinguish Pb                   
contamination and Cd contamination. However, there was still no evidence 
that the Pb line and the ellipse can be used to identify Pb-contaminated 
animals. Thus, we attempted to validate it by use of data from previously 
published references. 

Table 1.1. Statistical test of two regression lines- examination between min-CSRL 
and min-Pb line 

difference slope absolute 

term 

 Identity of  

two regression lines 

Statistics value 1.001137 15.83378  Statistics value 131.6025

Degree of freedom (d.f.) 155 155  d.f. (1) 2

t ratio (0.025) 1.975387 1.975387  d.f. (2) 155

P value 0.318321 3.33E-34  F-measure (0.05) 3.054385

    P-value 3.92E-34

judgment equal different  judgment different 

1.3.3 Validation of min-Pb line using data from experimental 
animals and wildlife 

The Pb line was compared with the data in previously published references 
for animals to which Pb was experimentally administered and for wildlife 
obviously polluted with Pb (Fig. 1.4).  Mouse: - Xie et al. [18]                   
administered 400 mg Pb2+/ml of Pb acetate solution daily as drinking water 
to a total of 10 mice for 10 days. The reported data were added to a graph 
of the min-Pb line with the 95% equal probability ellipse. The Cd content 
in their control mice (see the symbol * in the figure) was a low value,                  
although the data from their control was also outlier. The Pb contents from 
the mice to which Pb was administered were high and diverged                            
significantly from the min-Pb line, and were of course outside the 95%              
ellipse. Condor and turkey: - Pb poisoning due to Pb shot has been                    
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reported in several species of wildlife [7], and the experimental                     
administration of Pb shot has been also reported in several animals.                 
Californian condors were dosed with Pb shot for 50 days by Pattee et al. 
[13]. Turkeys were dosed with Pb shot by Carpenter et al. [3] and had a 
survival time of 143–211 days. Data from both the condors and turkeys 
given Pb indicated very high contents, and diverged completely from the 
min-Pb line, as shown in the figure. Pb-contaminated wildlife: - Beyer et 
al. [2] reported high levels of Pb contamination in wild songbirds living in 
a mining district. Kim and Koo [8] suspected acute exposure to Pb in two 
heron species in Korea. High contents of Pb have also been reported in 
waterbuck in Kenya [6] and in flamingo contaminated by Pb shot [1]. The 
data obtained from these references also diverged from the min-Pb line. 

 

Fig. 1.4. Comparison of min-Pb line with Pb-contaminated animals  

Given that we need also to monitor the contamination of the environment 
by other toxic heavy metals, several elements, including chromium (Cr), 
Thallium (Tl), Zn, copper (Cu), manganese (Mn), arsenic (As), cobalt 
(Co), selenium (Se), and nickel (Ni), were compared with the min-Pb line 
and min-CSRL (Fig. 1.5). These data were obtained from previously                
published references for several species [4, 9, 17, 18], and there were no              
descriptions of contamination by these heavy metals in the references. The 
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data for Co, As, Cr and Mn were within the 95% equal probability ellipse 
of the min-Pb line, Cu and Se were slightly out of the ellipse, and Zn              
diverged completely from the ellipse. However, these seven metals agreed 
with the min-Pb line, at least in some respects. The data for Tl agreed 
completely with the min-CSRL, but judgment was difficult for a similarly 
low value of Ni. 
It would be best if we could generate a single index for the monitoring of 

environmental contamination by many toxic heavy metals. The present            
results showed that data from eight metals, including Pb, fell on the min-
Pb line and those from two metals, Tl and Cd, fell on the min-CSRL. Thus, 
we have named the min-Pb line the ‘Mochizuki–Ueda line’, because this 
line may become a widely used index for animals uncontaminated by           
multiple metals, although this line is different from the min-CSRL.               
However, problems still remain, because data for Cu, Se, Zn, Tl and Ni lie 
outside the 95% equal probability ellipses of both lines. The ranges of the 
95% equal probability ellipses for these metals may be different from both 
the Mochizuki–Ueda line and the min-CSRL. These two indexes should 
therefore be verified by more studies to increase their usefulness in               
biological monitoring.   

f
Fig.1.5. Comparison of other metals with min-Pb and min-CSRL 
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1.4 Conclusions 

In this study, it was determined whether CSRL, which we have been               
advocating as index for animals uncontaminated with Cd, could be used to 
monitor environmental pollution by Pb, which combines with MT in the 
body in a similar way to Cd. A significant correlation between                         
measurements from kidney and liver was obtained in the Pb contents from 
uncontaminated animals in previously published references, although four 
data points were eliminated by the statistical examination (min-Pb line). It 
became clear that the min-Pb line was significantly different from the 
CSRL. Data from experimental animals and wildlife contaminated by Pb 
diverged significantly from the min-Pb line. Furthermore, the contents of 
Cr, Cu, Mn, Zn, As, Co and Se from uncontaminated animals also fell on 
the min-Pb line, although those from animals uncontaminated with Tl fell 
on the CSRL. We have named the min-Pb line the ‘Mochizuki–Ueda line’ 
because this line may be widely used as an index for animals                   
uncontaminated by multiple metals.  
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Abstract. The difficulty in learning mathematics is often caused by 

the prior fear of mathematics. Besides the necessity of changing the 

methods of teaching and teachers training, computer may be a tool 

that can be used to avoid this fact and to make learning funnier. 

Computers should be used as tools to assist students in the explora-

tion and discovery of concepts, to make the transition from concrete 

experiences to abstract mathematical ideas, in practice routines, and 

in the process of troubleshooting, but only as auxiliary and not as 

the goal of education itself. The use of computer in solving a              

problem requires that users of these tools have knowledge of errors 

theory; otherwise they can get wrong values that they do not know 

how to explain. This work aims to reflect on the occurrence of some 

of the most common mistakes when using these tools. 

Keywords. Mathematics Education, Self Regulation, Educational 

Technologies, Numerical Analysis. 

2.1 Introduction 

Mathematics at an undergraduate level is frequently presented to the             

students in quite a traditional way. When implementing the Bologna           

education reform in Portuguese universities, the number of contact hours 

of the courses decreased, therefore increasing the need of a more                

1 

1 
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self-responsible learning by the student. This means that the student has to 

work by himself on a regular basis (in [7]). In the early years of teaching 

the same situation is verified, aggravated by the fact that students do not 

like Mathematics and find it difficult to learn. It is in this context that the 

Information and Communication Technology (ICT) are vital because they 

can make learning funnier.  

Learning and teaching are two mutually dependent elements of a            

teaching process. From traditional up to the present forms of teaching 

where ICT technology plays an important role, the focus on the process of 

teaching has changed. Since teaching has its definite goals it should also be 

specially tailored to meet the needs of a student. Different forms of            

teaching have taken into consideration the above mentioned facts in a         

different way. The tendency of individual approach to a student is          

constant, but the real level of individualization depends on actual situation 

and specific circumstances in which the teaching process is carried out. 

The application of ICT in teaching, more precisely in learning, has              

considerably changed the above mentioned circumstances (in [8]).              

Learning should be seen as an active, cognitive, constructive, significant, 

mediated and self-regulated process (in [3]). To make it possible the               

computers are essential. 

The use of ICT in Secondary Education schools is still uncommon.  

Several factors contribute to this fact such as the lack of teacher training, 

lack of material resources and an excessive number of students per class. 

However computers can be used as tools to assist students in their                       

exploration and discovery of concepts, in the transition from concrete            

experiences to abstract mathematical ideas, and in the process of solving 

problems, but only as an aid and not as purpose of education. The student 

has to be called upon to use computers in his self-study, but he must have 

knowledge of the errors theory, otherwise he takes the wrong lessons from 

the results. The use of computers in the education is a fact that we cannot 

escape from, but some factors must be kept in mind. On the one hand the 

technologies are a factor to motivate the students and facilitate learning; on 

the other they may lead students to an error if they aren't properly used. 

Extensive discussions and debates about the advantages of using                

technology to create a shared space among learning participants have been 

presented in studies in the field of e-learning. One of the approaches in        

using or adopting technology for learning is through the use of online               

discussion forums. Therefore, it is essential to consider how online           

discussion forums may promote knowledge constructions in students. 

Online discussion forum is also a form of learning through networking 

which provides opportunities for students to seek, obtain, and share                 

information. Therefore, students’ participation and interaction in the forum 
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can provide some insight into how they learn about a course in a virtual 

environment (in [10]).  But for this sharing conducing to an effective          

learning it is necessary to take into account how they use ICT otherwise 

the shares may induce students into error. This paper attempts to reflect on 

some of the most common errors in the use of ICT in the learning of 

mathematics. 

2.2 Mathematical Expressions 

Suppose we have the expression 
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If we use the addition and the multiplication properties we get: 
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However, if we calculate the z value giving values to variables x and y, 

we obtain a result completely wrong (see Eq. 1.2, Table 1 and Table 2).  

Why? It is important that students realize what is happening to avoid this 

error. For this, consider that we use the computer to do the calculations and 

assign x and y values with very different magnitudes. Consider the             

examples presented below see Table 1 and Table 2: 

 
Table 1: fix the value of y to vary the value of x 

x y z 

10
-1
 1500 1.0 

10
-3
 1500 1.0002 

10
-4
 1500 0.9965 

10
-5
 1500 2.0489 

10
-6
 1500 -491.7383 

10
-7
 1500 -4.2170×104 
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Table 2: fix the value of x to vary the value of y 

x y z 

10
-1
 15×102 1.0 

10
-1
 15×104 0.9998 

10
-1
 15×106 3.1250 

10
-1
 15×108 2.56×104 

 
As it can be seen, in some situations the z value is completely wrong 

4102170.4 ×−=z   or  
41056.2 ×=z  

Why?  What is happening?   What is happening is that in terms of absolute         

values assigned to x and to y stay too far, then the (x - y)
2
  value approaches to the 

y
2 
value, and so we have a problem of subtractive cancellation. The subtractive 

cancellation arises when we want to calculate the difference between two              

quantities very close to each other. The result of this operation leads to a loss of 

significant digits in the result which leads to large errors in future uses of this 

value. 

 

2.3 2nd Degree Equations 

Suppose we want to calculate the roots of the equation 

  

02 =++ cbxx  (1.3) 

with 
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If we use the formula to calculate the zeros with 4 decimal places we 

have: 
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(1.4) 

The exact amounts with 4 decimal places are: 
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Why the smaller root (see Eq. 1.4)  has a large relative error? In this 

case we have In this case we have again a problem of subtractive            

cancellation. By using the formula as if we have a equal to 1 we have 

2

42 cbb
x

−±−
=  (1.6) 

b and c are orders of magnitude too different, so the square root of the ratio 

of discriminant has a value very close to the value of b (see Eq. 1.7): 
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So the biggest root is closer to b value and the smallest is close to zero 

because it is the difference between two quantities very close to each other. 

This fact leads to a loss of significant digits in the result which will reflect 

in the later calculations. To resolve this situation, we use the fact of             

knowing that the product of the roots is equal to c.  

cxx =21  (1.8) 

Thus, we calculate the root of largest absolute value of the formula and 

the other using this property. We obtain then the values 
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2.4 Systems 

Suppose you want to find the solution of the system 
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Using the Gauss method we have 
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If we make the check we have 
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6620.067.14.15.124.12

85.067.15.14.143.14.1

9980.05.1243.14.124.1

zy

zyx

yx

 (1.12) 

So we can verify that the values for x, y and z given by this method are 

not a good solution because the solution don’t verify the system (see Eq. 

1.10, Eq. 1.11 and Eq. 1.12). 

 

However if we solve the same system by the same method, but by               

another process, i.e., changing first the order of the equations we have 
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If we check the solution (Eq. 1.13), we have 
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006.171.14.170.124.12

04.171.170.14.171.14.1

006.170.1271.14.124.1

zy

zyx

yx

 (1.14) 

So we work with 2 decimal places, (Eq. 1.13) is a good solution for the 

system (see Eq. 1.10 and Eq. 1.14) 

  

In a system, the exchange of the order of the equations does not change 

its solution. What will be the reason for this difference in results? 

The difference is explained easily if we note that in the method of 

Gauss, the error in the solution of the system is proportional to the ratio  

between the elements and the "pivot". And in the first case we had an error 

proportional to  
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And in the second 
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If we instead of the Gaussian method we had used the replacement 

method, we could have the same problem but we were doing it the same 

way. 

2.5 Exponential 

Another common mistake is the problem of overflowing, under flowing 

or the errors that arise when we work with numbers below the unit              

rounding error of the machine. As we know 

n
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n

1
  1 lim  e

n
 

(1.17) 

If we use a calculator or a computer to estimate the value of 

n









+  
n

1
  1  

(1.18) 

we can expect that the higher the value of n, the value of (Eq. 1.18) is 

closer than the exponential (Eq. 1.17). However we have Table 3: 

 
Table 3: exponential values 

n 

n







 +  

n

1
  1  

2
10 

2,71695572946643 

2
20
 2,71828053227566 

2
40
 2,71828180818247 

2
60
 1  

 

 

What is happening  is that for  n = 2
10
,
   
n = 2

20 
 and n =

 
2
40
, 
n

1
 is greater 

than the zero of the machine while for n = 2
60
, 
n

1
 is already lower than 

this value and  is  therefore  considered  to  be  zero.   

 

So  for n = 2
60
 we has  
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2.6 Conclusions 

We live in a time of fast and big changes, accelerated communication 

and information exchange, which is inevitably reflected in the educational 

system and so often called “the era of informatics and communication”. 

Accelerated changes demand quick response. The E-learning has become 

an imperative for further survival on the market. The e-learning system         

offers numerous advantages but also some disadvantages (in [11]).  

I anticipate that there will be an expanded use of new methods to          

facilitate teaching and learning, taking advantage of the many new             

methods being proposed or tried to improve educational activities and            

student learning. The use of computers in the mathematics teaching can be 

important because it helps students learning math in a funny way, helping 

to combat the "myth" that exists towards the learning of mathematics              

(in [9]). 

In the current paradigm of education the contact hours between the             

student and teacher are decreased, so the student need more time for self 

study. The computer can be an essential tool because it facilitates the 

autonomous learning and makes the contact between the student and the 

teacher and other students easier. So, answering to questions and solving 

problems become easier too. The use of several existing software can help 

students to discover the concepts and can help on the transition from           

concrete experiences to abstract ideas and also in the process of            

troubleshooting. However, it is essential to alert students to the need they 

use these tools correctly and to the potential occurrence of some problems. 

For this, it is necessary to teach them not only how to use the various              

existing software, but also the basic knowledge of errors theory. 
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Abstract. In this article, a solution is sought for the problem of         

increasing the efficiency of error detection during data transmission 

in channels with spectral modulation. The solution is based on              

observation of the physical processes that produce these errors. For 

the guaranteed detection transmission errors of large multiplicity, an 

approach is proposed that uses a residual class representation and 

the Chinese Remainder Theorem. The theoretical study carried out, 

showed that the proposed approach is open to a formal proof of the 

fact that the detection of errors is guaranteed for symbols with            

multiplicity less than or equal to the number of symbols in their           

residual class representation. 

Keywords. Multiple error detection codes, spectral modulation, 

Chinese remainder theorem. 
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3.1 Introduction 

 

The rapid development and integration of digital data transmission systems 

plays an important role in the contemporary phase of the expansion of 

computer and information technologies. 

Digital data transmission has applications in areas such as mobile          

telephony (EDGE, CDMA2000, 1xEV-DO), in digital video broadcasting 

(DVB-T/H/C/S/S2, ATSC), in wireless digital data transmission systems 

(Wi-Fi, Wi-MAX, Bluetooth), in computer networks etc [1, 12, 13]. 

The use of different forms of spectral modulation (e.g Phase Shift 

Keying – PSK or Quadrature Amplitude Modulation – QAM) for the          

increase of channel capacity is a characteristic property of modern data 

transmission systems. In this case, a change of phase may convey more 

than one bit of information, giving rise to a symbol-oriented channel rather 

than a bit-oriented channel. For example: QPSK – the channel symbol may 

convey 2 bits, 8-PSK 3 bits, 16, 32, 64, 128 and 256 QAM – 4,5,6,7 and 8 

bits respectively. 

The increase in channel capacity for the transmission of digital data is 

impeded by interference during transmission and requires the sufficient 

development of means for the detection of errors. In a large number of 

digital data transmission systems, the correction of errors is performed         

implicitly via the repeated transmission of the packets. For such systems, 

in contrast to correction codes, the error detection and error correction 

phases are distinct and spread in different parts of the overall system. 

When spectral modulation schemes are used, multiple data bit            

distortions prevail given that isolated transmission errors in the channel 

may change a random number of bits in the channel symbol. This                

additional distinguishing characteristic of the distortion of bits needs to be 

addressed via the creation of specialized error detection schemes              

specifically targeted to the particularities of spectrally modulated channels. 

Consequently, the problem of increasing the efficiency of schemes 

for the detection of multiple erroneous bits in spectrally modulated             

channels is immediate and has significant practical applications. 
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3.2 Efficiency Analysis of existing techniques for the 
detection of multiple errors 

In data transmission channels where the digital information content is 

spectrally modulated, what are transmitted in reality are symbols each one of 

which is modulated as a channel signal. 

Consider a modulation scheme that carries k bits per transmitted              

symbol and a control packet B that consists of m bits: B={b1,b2,…,bm}, 

bl∈{0,1}, l=1,…,m. The length t of the control packet may then be calcu-

lated as t = m/k channel symbols: B={X1, X2,…,Xt}. The symbol at the j
th
 

position Хj, j∈{1,2,…,t} contains k mixed bits of the packet being checked 

for errors: 

},...,,{},...,,{ 2)1(1)1(21 kjkjkjkj bbbxxxX ⋅+⋅−+⋅−==  (1.1) 

3.2.1 CRC error control 

During the transmission of digital data, for the purpose of the detection of 

errors, the cyclic codes and especially the CRC are commonly used. 

Similarly to the checksum, the CRC belongs to the packet error control 

techniques [4, 5, 11, 12]. 

The essence of error checking using the CRC code lies in the fact that 

the received packet B = {b1,b2,…,bm}, is represented by a polynomial P(B) 

of degree m+k: 

mk

m

mk

m

kkk xbxbxbxbxbBP +−+
−

++ ⋅+⋅++⋅+⋅+⋅= 1

1

2

3

1

21 ...)(  (1.2) 

The control code R(B) is calculated as the remainder of the division of 

the polynomial P(B) by the formulated polynomial Q(X) raised to the 

power k.  

As far as the most important efficiency criterion, namely the reliability 

of error detection, is concerned, cyclic codes are shown to be superior to 

checksums. Errors during the transmission of data in packets are not                  

detected if the polynomial Е(Х), that corresponds to the error vector, is           

divisible by the formulated polynomial Q(Х)  of the CRC without              

remainder. 

The research presented in [2], proves that all the polynomials Е(Х), 

that correspond to the errors listed below, cannot be divided by the           

specially selected base polynomial Q(X) and are consequently guaranteed 

to be detected: 
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1. All the distortions of bits b1,b2,…,bm of odd multiplicity, if the 

base polynomial Q(Х) is analysable as a product of the form:   

)()1()( XSxXQ ⋅+=  (1.3) 

2. All the distortions of bits of even multiplicity b1,b2,…,bm of the 

packet under investigation, if the base polynomial 

k

k xqxqxqqXQ ⋅++⋅+⋅+= ...)( 2

210
 (1.4) 

contains more than three non – zero components. 

3. A group of errors limited in a space of k bits.  

 

For the remaining error classes, the analysis in [3] shows that the           

remainder R(B) is the product of the hashing of the data packet В in the 2
k 

–dimensional space of all the possible control code combinations. Hence, 

the probability PCRC of the event that these errors will not be detected using 

the CRC with the modulated polynomial Q(Х) of power k is calculated 

as
k

CRCP −= 2 . 

In spectrally modulated channels, the CRC allows the guaranteed             

detection of only single transmission errors of the modulated signal, since 

the distorted bit is bounded inside a range of k bits and the value k is in 

practice smaller than the degree of the modulated CRC polynomial. For        

errors of larger multiplicity on the modulated signals, the CRC does not 

guarantee detection. 

Together with its high reliability, the CRC possesses a significant number 

of drawbacks, the most important of which is the principally sequential nature 

of the calculation of the control code. This nature sets the limitation in the 

speed of the calculations associated with the error control [6,8]. This                 

insufficiency is particularly important for contemporary trends with ever            

increasing data transmission rates. 

3.2.2 Weighted checksum error control 

Among other effective techniques for the detection of errors in channels 

with spectral modulation, is the Weighted Checksum – WCS, which is 

presented in [4, 7, 9]. Contrary to the CRC, WCS technology examines 

additional characteristic features of the appearance of distorted bits in 

spectrally modulated channels and renders feasible the guaranteed               

detection of all possible distortions affecting by two channel signals [10]. 

A drawback of WCS lies in the fact that it cannot guarantee the            
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detection of bit distortions that arise due to the erroneous reception of 

more than two channel signals. An essential additional drawback of the 

WCS is the fact that the number of bits that need to be considered is equal 

to )log1( 2 tk +⋅ , which is significantly larger compared to the CRC [5]. 

According to the above analysis, existing schemes for the detection of 

multiple errors in spectrally modulated channels do not provide an              

effective solution for the problem of detecting distorted bits that arise due 

to the erroneous reception of more than two channel signals. 

The aim of this work is precisely the proposal of an effective method 

for detecting distorted bits that arise from multiple channel signals              

detection errors. 

3.3 Error control based on the structure of the 
transmitted data in the systems residual classes  

For the guaranteed detection of errors in one or more symbols, it is             

essential that the structure of the transmitted data symbols is examined. 

For this reason it is proposed that a method based on the presentation of in-

tegers in systems of residual classes (SRC) [14, 15] be used.  

3.3.1 Number representation 

Suppose that there exists a system of n relatively prime or co-prime             

numbers {p}
n
 ={p1,p2, …,pn} and the number P, is equal to the product: 

∏
=

=
n

j

jpP
1

 

(1.5) 

In this case, given the Chinese Remainder Theorem (CRT), a random 

number Μ, belonging to the range [0…P-1] may be unambiguously            

represented by a series of remainders of the division of the relatively prime 

numbers that formulates the system {p}
n
.  

.,...,1,mod

,},...,,{:}1,...,0{ 21

njpMr

where

MrrrPM

jj

n

==

⇔−∈∀

 (1.6) 

The symbol ⇔ denotes a one to one correspondence. The symbol М in the 
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above expression is the number М of the system of residual classes (SRC). 

A system of relatively prime numbers may always be chosen, such that the 

elements of р1,…,рn satisfy the following condition: 

k

jpnj 2:},...,1{ ≥∈∀  
(1.7) 

Suppose that a number of elements of the system {p}
n
 is the largest 

number of symbols in the packet: n>t {p}
t 
= {p1,p2,…,pt} ⊆ {p}

n
 . In this 

case, according to the last two equations, the sequence of symbols 

X1,X2,…,Xt, form the controlled data packet В and may be represented 

based on the systems residual classes of a certain number А:  

ii

ntt

pAXtiA

XXXXB

mod:},...,1{,

},...,,,...,{ 11

=∈∀

⇔= +
 

(1.8) 

Additionally, the number А may be represented in the systems residual 

classes with base {p}
n
: 

jjntt pAXnjAXXXX mod:},...,1{,},....,,,...,{ 11 =∈∀⇔+  (1.9) 

3.3.2 The proposed method 

The theoretical analysis presented in the previous section is suitable for 

constituting the base of an error detection method for use in sequential          

decoding of spectrally modulated transmissions.  

The essence of the proposed method consists of the following:  

1. A system of {p}
 n

 relatively prime numbers is selected. Depending 

on the spectrum type of the modulation of the signal, a number of 

k of bits per symbol is determined, along with the protocol and the 

number t of transmitted control symbols per packet.   

2. According to the above expression the transmitted data packet B is 

represented using the determined system {p}
n
 as the number А. 

Hence the symbols X1,X2,…,Xt are considered information                

components of the packet В and the symbols Xt,…,Xn  formulate 

the controlled symbols. Define as Т the transmitted packet, which 

is the concatenation of the packet В and the packet Z of the control 

symbols: ZBT ||= . 

3. Both the payload and the control part of the packet are transmitted 

to the receiver. 

4. The receiver structure receives per symbol the sum of the                 
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transmitted packet Т and an n-dimensional vector of the error of 

the symbol E={e1,e2,…,en}, where ej – a k-bit symbol:  ej = {ξ1j, 

ξ2j,…,ξkj}, where the coefficients ξ∈{0,1}: 

ETYYR n +== },...,{ 1
 (1.10) 

5. The control that there where no transmission errors, is performed 

during the reconstruction according to the Chinese Remainder 

Theorem of the numbers С1 and С2 [2]: 

221121 },....,,{,},...,,{ CYYYCYYY nt ⇔⇔  (1.11) 

In this case, information is considered to have been transmitted error – free 

if the equality condition is satisfied between the numbers С1 and С2:   

 

21 CC =  (1.12) 

It can be shown that the proposed error control scheme guarantees the 

detection of transmission errors of up to (n-t) symbols, if the following 

conditions are satisfied: 

A. The system {p}
n
 is considered as consisting of a monotonically   

increasing sequence. 

B. the product of the moduli pt+1,pt+2,…,pn of the symbol being 

checked is not equal to 1 for each of the moduli of the data                

symbols of the packet В: 

},...,1{,1mod
1

tjpp j

n

ti

i ∈∀≠∏
+=

 

(1.13) 

It should be noted that the errors during the transmission of symbols in the 

channels may occur due to distortions in the bits of the symbols of either 

the information packet B, or the control packet Z or both packets B and Z. 

This gives rise to a need for the analysis of two more cases.  

3.4 Special cases 

There are two further cases that need to be studied, namely the distortion 

of just the bits of the information (payload) packet and the distortion of 

both the symbols of the payload packet and the symbols of the control 

packet. 

Special case A: distortion of only the symbols of the payload packet 
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being examined. In this case, the symbols of the control packet B have not 

been affected by channel distortions. In this case it is true that: 

ACYYYXXX tt == 1,2121 :},...,,{},...,,{  (1.14) 

According to the Chinese Remainder Theorem, their presentation in 

a system of residual classes is guaranteed and hence two distinct remainder 

sets correspond to two distinct integer numbers: 

ACYYXXAXX nttn ≠⇔⇔ + 2111 },....,,,...,{,},...,{  (1.15) 

From the above two equations it follows that 21 CAC ≠= , or 

21 CC ≠ . This result implies that the errors are guaranteed to be detected 

if the number of channel errors is not more than tn − . 

Special case B: Errors appear during the transmission of both the      

payload packet and the control packet. In this case, without loss of              

generality, the errors of the last d payload symbols and the last q control 

symbols will be examined.  
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+−+−−

+−+−−  (1.16) 

According to the CRT it is true that: 

iiiii

n

n

i

iii

pcgpPc

MrrrPrgcM

mod1;/

,},...,.{,mod 21

1

=⋅=

⇔⋅⋅=∑
=  (1.17) 

The above two expressions yield: 
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t pP
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1
: the product of the moduli of the symbols of the 

control code that have been correctly transmitted 

∏
+−=

=
n

qnh

h

C
pP
1

2
: the product of the moduli of the symbols of the 

control code that have been transmitted erroneously. 

Assuming that the errors were not detected, then it is true that: 

ACACCC −=−⇒= 2121  (1.19) 

Replacing, this implies that: 

Pegcegc

Pegc

n

qnl

lll

t

dtj

jjj

t
t

dtj

jjj

mod)''''(

mod)(

11

1

∑∑

∑

+−=+−=

+−=

⋅⋅+⋅⋅=

=⋅⋅

 (1.20) 

The previous three equations also imply that: 
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where 
lC

P
/2 is the product of the moduli erroneously transmitted 

packet symbols, excluding the l
th
 symbol.  

Let the product of the moduli of the information packet symbols that 

were correctly transmitted be 
trP and the product of the moduli of the             

erroneously transmitted symbols be 
teP . Then,  
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where 
jteP /
 is the product of the moduli of the erroneously                 

transmitted packet symbols, excluding the j
th
 symbol. From the above it 

follows that: 
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Eliminating 
trP ,  
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According to the above equality, since the moduli and the                   

expressions under the modulus operations are divisible by iC
P , the left 

hand side is also divisible by iC
P .  

A possible solution for the above equation is a zero value for both 

sides. However this is not feasible, since from the previous analysis it              

follows that the coefficients on both sides are non – zero: 

1..1

1..1

−=

−=

jj

jj

pe

pg
 (1.25) 

Hence, for both sides of the previous equation to be zero, the              

following system needs to hold: 

},...,1{,'

},...,1{,'

},...,1{,
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jjj
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+−∈∀=⋅

+−∈∀=⋅

+−∈∀=⋅

 (1.26) 

From the above system it follows that },...,1{,' tdtjgg jj +−∈∀=  

and therefore j

C

jjjjj pPcpcpc modmod'mod 1⋅== . It hence             

follows that 1mod1 =j

C
pP .  

However, the above result contradicts the initial assumptions made 

and hence cannot be valid. The condition therefore that prevents (24) from 

being true is: 

1Cte PP <  (1.27) 

According to condition (A) laid earlier on, the sequence of moduli is 

monotonically increasing and therefore the above inequality will be true if 

the number of moduli expanded on the LHS is less than the number of 

moduli expanded on the RHS. According to this observation, the detection 

of errors of multiplicity that does not exceed tnu −< errors in the control 

sequence and utn −− errors in the payload is guaranteed. Hence the 

number of errors that are guaranteed to be detected is given by: 

tnh −=  (1.28) 

A basic aspect of the effectiveness of the proposed method is the 

analysis of number of control bits that are used for the detection of the bits 

distorted during the transmission in the channel. 
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3.5 Analysis of the results 

The analysis carried out showed that the proposed method has several              

restrictions that are imposed from the need for the use of a monotonically 

increasing sequence of relatively prime moduli that satisfy the expression 

under (B) above.  

Objectively, the length of this sequence and hence the length of the 

packet that needs to be checked, depends of the word length on the control 

symbols, that determined the upper limit for all moduli. 

All the members of the sequence need to satisfy  

njp j …1,2 =< α
 (1.29) 

where α – the size of the control symbol.  

The word length of the data symbols under error control additionally 

affects the length of the sequence, given that the minimum member of the 

sequence needs to be larger than any random symbol under error control, 

i.e. all members of the sequence need to satisfy 

  

hjp k

j …1,2 =≥  (1.30) 

The value h determines the number of moduli that is used for the        

control functions and therefore decreases the number of moduli used for 

the data.  

As an example consider a scheme with h=2, k=4, α=8. In this case, the 

sequence of the moduli will have 53 members (prime numbers), out of 

which two will be of increased weight and will correspond to the control 

bits (16 control bits). Hence the data size will be 51 moduli. This allows 

the packet under error control to be of length 51*4=204 bits. 

This drawback can be eliminated by increasing α. Τhe increase of α 

however, leads to an exponential increase of the controlled data. For                

example, a twofold increase of α (32 control bits) could possibly lead to a 

data packet size of 26156 bits. 

Another method for the increase of the size of the packet under error 

control is the use of a length of symbols under error control which is a 

multiple of the length of the channel symbols. Using this approach will   

result to a linear increase of the packet size. 

The proposed method can therefore detect errors in modem interfaces 

with spectrally modulated channels and may be claimed to be efficient for 

large values of α and k. 

Taking into consideration the current technological trend that shows 
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that larger values of k will be necessary, the perspective for the use of the 

proposed method is also increased. 

The proposed method does not allow the error control to be performed 

on data packets of random lengths. However, contrary to the CRC, it             

guarantees the detection of the errors and may be adapted according to the 

quality of the transmission channel via the use of larger or smaller                

numbers of control bits. 

3.6 Conclusions 

The proposed method for the control of errors in spectrally modulated data 

transmission channels depends on the representation of the information 

and the verification of the symbols in the system residual classes.  

The method allows the increase of the efficiency in schemes for the 

detection of errors in channels with spectral modulation, due to the                 

consideration of the symbolic nature of the errors. The proposed method 

guarantees the detection of error bits in packets of any size. Additionally, it 

adjusts the error control process according to the quality of the                 

transmission line used, 

The proposed method may be used, subject to minor modifications, 

for all different existing and future application areas, such as mobile               

telephony, digital video broadcasting, wireless data networks etc. 
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Chapter 4 

Maximum Entropy Method Solution for Computer 

Networks Initial Topology and Feasible Routing 

M. Tuba 

Faculty of Computer Science, Megatrend University Belgrade,             

Bulevar  umetnosti 29, 11070 Novi Beograd, tuba@ieee.org 

Abstract. The maximum entropy method (MEM) is a relatively new 

technique for solving underdetermined systems. Network design and 

analysis is an untractable problem and it almost always involves 

underdetermined systems, which makes it a good candidate for the 

MEM application. It is intuitively clear that the optimal network 

should not have overloaded or underutilized links. The maximum 

entropy constraint, which favors uniform distribution, gives a 

starting topology and routing with smoothly distributed traffic that 

would lead to the solution that is closer to the optimal. An algorithm 

is developed and presented here which determines the variables and 

equations that adjust network design problem for the MEM 

aplication. Based on the feasible routing, underutilized links are 

excluded and parameters that alow guidance of the optimization 

proces are introduced. The problem is computationally feasible and 

gives promissing results. 

Keywords. Maximum entropy method, Computer network routing, 

Optimization, Modeling. 

4.1 Introduction 

The network design problem is an old and very interesting one because it 

has great practical value. Since it is untractable, heuristics and suboptimal 

solutions were used for decades. It is an open problem and since unique 

 

1 

1 
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best solution can not be found, every new approach is promising in the 

sense that solutions obtained can be better then previous ones, at least in 

some cases. The MEM has been used recently in many different areas for 

solving underdetermined systems. An analysis of both, network design 

problem and the MEM, is given here with the argument that the MEM can 

be a reasonable way to approach the network design problem. 

4.2 Maximum Entropy Method 

The MEM was recently used with great success in many different areas 

where underdetermined systems are involved. It is most frequently used in 

chemistry [1], but also in many other, very diverse areas: character 

recognition [2], data analysis [3], image processing [4, 5], economy [6]. 

Theoretical developments also continue [7]. 

Basic idea is to get the unique solution from an underdetermined system 

by introducing the additional constraint that the entropy function should be 

maximized. The other methods that were used for solving underdetermined 

systems use the same technique: they introduce additional, artificial 

constraints that make the number of constraints equal to the number of 

unknowns. The difference is that the MEM introduces the most natural 

additional constraint: one that does not introduce any new, arbitrary and 

unwarranted information. It uses only the information that is given and 

makes no assumptions about missing information. 

4.2.1 Definition of the MEM 

Suppose that for a discrete random variable X the values x1, x2, ..., xn that it 

can take are known, but the corresponding probabilities p1, p2, ..., pn are 

not known. Expected values for k < n-1 functions of X (for example, the 

first k moments) are also given:   

                      .1,2,...,=         = )]([ krmXfE rr
                                  (1.1) 

In fact, it is not neccessary to know the values x1, x2, ..., xn , or analytical 

expressions for functions  fr , r=1, 2, ..., k. It is sufficient to know the 

values nikrXf ir ..., 1,2,=  ;..., 1,2,= );( . Also, it is not neccessary to start 

with probabilities p1, p2, ..., pn. It is possible to start with any set of 

numbers 
nttt  ..., , , 21
and then introduce  

j

n

jii ttp ∑ 1=
/ = . 
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     This gives (together with 1=ip∑ )  k+1 < n constraints for n 

unknown variables p1, p2, ..., pn . This system is underdetermined and has 

an infinite number of solutions. Unique solution that is looked for is one 

that maximizes the entropy of the system: 

).(ln  = ) ..., , ,(
1=

21 ii

n

i

n ppKpppH ∑−                       (1.2) 

For K=1 entropy will be expressed in natural units (rather than in bits). 

4.2.2  Solution 

The method of Lagrange multipliers is used. This will not guarantee that 

the probabilities are non-negative. The substitution i
q

i ep
−

= is introduced. 

This gives a stronger constraint than the one that was required: all 

probabilities are now positive definite (none of them can be zero). The 

problem now is to maximize 

                               

i
q

i

n

i

n eqqqqH
−∑   = ) ,..., ,(

1=

21

                             (1.3) 

under the conditions 

        1 = 
1=

i
q

n
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e
−∑               krmxfe rir
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n

i

1,2,...,=       ,  = )(
1=

−∑           (1.4) 

Lagrange multipliers 
kµµµλ  ,..., , , 21
are introduced with the function: 

   )(       = ) ,..., ,(
1=1=1=1=

21 ir
i

q
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r
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r

i
q

n

i

i
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i

n xfeeeqqqqF
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All partial derivatives should be zero: 

nixfqe
q

F
irr

k

r

i
i

q

i

1,2,...,=        , 0 = )]( [1  = 
1=

µλ
δ
δ

∑−−−
−

 (1.6)    

nixfq irr

k

r

i 1,2,...,=        , )( 1 = 
1=

µλ ∑−−                                            (1.7) 

The problem is now solved: equations (1.4) and (1.7) give n+k+1 

equations for n+k+1 unknown variables λµµµ  , ,..., , , ,..., , 2121 knppp . 
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The system should have unique solution, but it is not linear and some 

numeric method has to be used. 

To make the calculations easier, the partition function is introduced: 

)(  

1=

1=1=1=

21

1
 = =   =  = ) ,..., ,(

i
x

r
f

r
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r

n

i

i
q
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i

n

i

k e
e

eepeZ

µ
λλλµµµ

∑
∑∑∑ −−−−

    (1.8) 

It is easy to see that 

) ,..., ,(ln = 21 kZ µµµλ −      krZm k

r

r 1,2,...,=       , ) ,..., ,(ln = 21 µµµ
δµ
δ

   (1.9) 
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     Equation (1.10) gives k equations for k unknown variables 

kµµµ  ,..., , 21
. After it is solved, from Equation (1.9) λ  is calculated and 

then from (1.7) 
nqqq  ,..., , 21
, and finally, nppp  ,..., , 21 from i

q

i ep
−

= . 

     We can introduce kjet j

j  1,2,...,=  ,=
µ

. Then Equations (1.9) and 

(1.10) become: 

,][ln1 = 
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There is a standard algorithm to solve this system. However, the function 

that is to be minimized is not convex even in the simplest case when there 

is only one constraint: expected value. The standard Newton-Rapson 

procedure will not work. But the Jacobian matrix for this system is 

symmetric and positive definite. This gives a scalar potential function 

which is strictly convex and whose minimum is easy to find. The use of 

the second order Taylor expansion is recommended. However, after much 

experience with the algorithm, we consider that it is not even worth trying 

to find the exact value for α  that determines how far to go along a certain 

direction, let alone inverting the Jacobian matrix every time. We 

developed a heuristic that performs well. 

The previous model has constraints pi>0, i=1,2, ...,n. This may be too 

strong since the probabilities need only to be nonnegative. We can decide 

in advance which  pi will be zero and consider a model that has only n-m 
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probabilities (if m probabilities are selected to be zero). If we select too 

many probabilities to be zero, the system may become overdetermined. 

4.3 Network Design Problem 

Computer networks consist of computers, called nodes, and 

communication lines, called links, that interconnect them. The network 

design problem is: 

• For given locations of nodes, traffic matrix (offered traffic for each pair 

of nodes) and cost matrix (cost to transfer a message for each pair of 

nodes)   

• With performance constraints: reliability, delay (time that a message 

spend in the network), throughput   

• Find values for variables: topology (which nodes will be connected 
directly with a line and which will have to communicate indirectly, 

using other nodes as intermediate stations), line capacities (how much 

traffic will each link be able to carry), flow assignment - routing (which 

paths messages between any pair of nodes will follow)   

• Minimize the cost (of building and maintaining the whole network). 

Other formulations of the problem are: minimize delay for the given 

cost or maximize throughput for given cost and delay. It has been shown 

that all these problems are similar and that the same techniques can be 

applied. Different aspects of the network design problem, particularly 

routing and link capacity were investigated [8]. More recent results are in 

[9] and [10] and the latest survey [11]. This problem is intractable even 

when a hierarchical approach is used and the number of nodes on one level 

is limited. 

The network design problem, that was for many decades investigated 

with emphasis on wide-area networks, is recently revitalized with 

application to mobile ad hoc networks [12, 13, 14]. 

4.4 Suitability of the MEM for the Network Design 
Problem 

Network design and analysis almost always involve underdetermined 

systems, especially when routing  policy has to be determined. The number 

of possible routings grows with the factorial of the number of the nodes in 

the network  and the number of possible topologies is exponential in the 
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number of links. The number of constraints (such as “everything that goes 

in must go out” for each node that is neither source nor sink) is typically 

polynomial in the number of nodes in the network. 

There are very few theoretical results on how to select topology and 

routing. Most of the algorithms that are used are heuristics and many of 

them do not even have intuitive justification other then “easy to calculate”' 

or “the only simple thing we can do.” Here is presented an attempt to use 

the MEM to select initial topology and routing. The MEM has the nice 

property that it solves underdetermined systems without introducing any 

new, unwarranted information. The other advantage of the MEM is that it 

makes variables as equal as possible. It is intuitively appealing that a 

network should not have “hot spots,” i.e. traffic should be distributed as 

equally as possible along all lines. The same goal can be attained by using 

some other function that has maximum when all variables are equal. One 

very simple such function is the product of all variables. The product 

function expression seems simpler then the entropy function expression 

which involves logarithms, but the fact that partial derivatives are needed 

points out that entropy function is better since it separates variables. 

4.5 Variables and Constraints 

Let us consider given traffic matrix ti,j, line capacity C and total traffic T on 

a n node network. 

The network design problem has to be fitted to the model described in 

the previous section. It is possible to apply MEM if analysis is started with 

totally interconnected network of n nodes. Initial feasible routing is then 

trivial. Some lines will be dropped later in the process of improving 

utilization or reducing the cost. 

To apply the MEM, it has to be decided what will be the variables of the 

system. Some combination of the required traffic values can be used for 

that, since for the MEM application it is not necessary to start with the 

probabilities, but with an arbitrary set of numbers which can be 

normalized. 

It may be desirable to have as variables the traffic along different lines; 

that is what should be made as equal as possible. However, these variables 

are too coarse. From them the routing can not be determined. The more 

serious problem is that there are no natural constraints on these variables. 

This forces us to select as variables of the system something finer: the 

traffic of a particular message type (message types are distinguished by the 

source and destination for a message) on a particular line. 
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The number of different message types is n(n-1) (from each node to 

every  other node,  except itself).   The number of different lines is also 

n(n-1). Assumption is that each pair of nodes is connected with two lines, 

one in each direction. If full duplex is considered, the number of lines is 

one half of the previous case. However, the same model has to be retained 

since routing has to be determined. The only difference will be the fact that 

offered load matrix is symmetric. 

There is a variable for each pair (message-type, line) so the total number 

of variables is n
2
(n-1)

2
. Each variable can be marked with four indices of 

the form Tmessage;line where  message and  line are represented each with two 

indices: source and destination. The final form of the variables is 

TMS,MD;LS,LD. 

Constraints that enforce feasible routing can be determined as follows. 

For each node there is an equation for each message type. The total 

number of equations is then n
2
(n-1), plus the equation that establishes that 

the sum of all probabilities is equal to 1. In this case, the last condition is 

equivalent to the requirement that the total network traffic is equal to some 

given constant within a certain range. 

The equations will express the following conditions: for each transit 

node the flow-in is equal to the flow-out for each message type separately. 

For the source nodes and the sink nodes, equation is balanced by the 

required load for particular message type. 

All the coefficients on the left side of this system will be 0, 1 or -1. The 

right side of the system is the offered load. This system represents 

constraints from the general MEM model. 

The matrix for this system is large, but fortunately very sparse. In each 

equation only 2(n-1) coefficients are different from zero (the number of 

input and output lines for one node). Some of the coefficients on the right 

side of the system are not zero, but neglecting that, the total number of the 

coefficients that are different from zero is 2n
2
(n-1)

2
 (the number of 

equations times the non-zero coefficients in each equation). The total 

number of the elements in the system is n
4
(n-1)

3
 (the number of equations 

times the number of variables). The density of the matrix is then calculated 

as 
1)(

2
2 −nn

. The density approaches zero with the cube of the number of 

nodes, which means that is inappropriate or impossible to keep such a 

matrix in the memory (even though the computation would be faster). It 

will be necessary to define a function that will, based on the indices, 

compute coefficients of the matrix. 

The final form of the variables is TMS,MD;LS,LD and the matrix of variables 

is given in Fig 1.1. 
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Fig. 1.1: Matrix of Variables 

   

Table 1.1 lists memory requirements and matrix density for different 

size networks, assuming optimistic four bytes per variable, neglecting first 

equation and right side of the system. 

We implemented an algorithm for calculating matrix values, rather than 

keeping them in the memory. 
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Table 1.1: Memory requirements 

 

Nodes Variables Equations Memory Density 

  3  36 18 2.5   KB 11.11% 

  5 400 100 152.6  KB 2.00% 

10  8100 900 27.8   MB 0.22% 

20  144400 7600 4.2    GB 0.03% 

   

The previous model makes it possible to use the MEM for the network 

design problem. Standard MEM makes all variables positive and selection 

principle is used to make some variables equal to zero. In our heuristic 

algorithm we select lines that are underutilized (utilization lower than 

some theshold, for example 0.05) and exclude them. The other problem is 

that so far a feasible routing is used as a constraint and it gives a solution, 

but not the one that we hoped for. The reason to use the MEM was its 

tendency towards equalization, but in that model the variables were not 

those that had to be equalized but those that were necessary for the feasible 

routing. It is possible to modify the MEM model in any desired way and to 

guide the process. Artificial variables with appropriate weight coefficients 

are introduced to represent the desirable quantities that are to be equalized 

as much as possible. These variables are the total traffic on individual 

(remaining) lines. This modified method exploits the property of the MEM 

that it can smoothly move from cases where constraints can be satisfied to 

cases where constraints become desirable goals that are satisfied as much 

as possible. 

4.6 Conclusions 

The network design problem is a good candidate for the MEM application 

since the routing problem is an underdetermined one and overloaded or 

underutilized links are undesirable. A mathematical model with )( 4nO  

variables and )( 3nO constraints that is computationally feasible and with 

modest memory requirements is proposed. It gives initial topology and 

reasonable routing, but does not make the traffic on all lines equal. 

Additional variables, with appropriate wight coefficients are introduced to 

smooth the traffic. 
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Abstract— The numerical study is to evaluate the specific absorption 

rate (SAR) reduction in muscle cube by using metamaterial. The 

finite-difference time-domain (FDTD) method has been used to 

evaluate the SAR in a realistic anatomically based model of the 

muscle cube. We design the single negative metamaterials from 

periodic arrangement of split ring resonators (SRRS). By properly 

designing structural parameter of SRRS, the effective medium 

parameter can be trade negative at 900 MHz and 1800 MHz band in 

this paper. Numerical results of SAR values in muscle cube with 

presence of resonators exhibit SAR reduction. These results can 

provide useful information in designing safety mobile 

communication equipment compliance. 

Keywords — antenna, metamaterial, muscle cube, SRRS, specific 

absorption rate (SAR). 

5.1   Introduction 

The portable terminal devices are widely used in the human life. As usages of the 
mobile devices are increased, the study about the health risk from the hazard 
electromagnetic fields is widely in progress. The specific absorption rate (SAR) is 
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defined parameter for evaluating power absorption in the human head. Radio 
frequency (RF) safety guidelines have been issued to prevent excessive 
electromagnetic-field exposure in terms of the SAR [1]. The exposure of the 
human head to the near field of a cellular phone has been evaluated by measuring 
the SAR in a human-head phantom, or by calculating it using a human-head 
numerical model. Therefore, it is important issue of the portable devices that 
reduction of SAR value. Previously, a ferrite sheet between the antenna and a 
head, a position study of the antenna feeding point; a use of the conductive 
material (such as aluminum), and electromagnetic band gap (EBG) structures to 
design high performance devices, were proposed to reduction of the SAR value 
[2-4]. 
 Metamaterials have inspired great interest due to their unique physical 

properties and novel application [4]. Recently, there are many interests on 

metamaterial with spilt ring resonator structure were proposed to reduction of the 
SAR value [5]. The negative permittivity can be obtained by arranging the 
metallic thin wires periodically [6-8]. On the other hand, an array of split ring 
resonators (SRRS) can exhibit negative effective permeability. The designed 
SRRS operated at 1.8 GHz and were used to reduce the SAR value in a lossy 
material. In [7], the designed SRRS operated at 1.8 GHz were used to reduce the 
SAR value in a lossy material. The metamaterials are designed on circuit board so 
it may be easily integrated to the cellular phone. Simulation of wave propagation 
into metamaterials was proposed in [5-7]. The authors utilized the FDTD method 
with lossy-Drude models for metamaterials simulation. This method is a helpful 
approach to study the wave propagation characteristics of metamaterials [8-9] and 
has been more developed with the perfectly matched layer (PML) and extended to 
three-dimension problem [7-11]. 

The muscles that are underneath the skin of the face will be considered to 

analyze the SAR reduction. At first, the SRRS are used to reduce the EM interface 

between a helix antenna and a muscle cube. With properly choosing geometry 
parameters of SRRS, the permeability can be negative at 900 MHz and 1800 
MHz, respectively. The SAR circulation in a muscle tissue with the presence of 
SRRS is studied. To explore the influence of SRRS to the antenna, the radiated 
power and radiation impedance of the antenna are also analyzed. Numerical 
results are established to confirm the effect of SAR reduction. 

This paper is structured as follows. Section II describes numerical schemes of 
SAR reduction with lossy-Drude model, the SRRS design and simulation between 
handset antenna and the SAM phantom head in section III, and SAR calculation in 
a muscle cube will be described in Section IV, Section V concludes the paper. 

 
 

5.2 Numerical Schemes of SAR reduction with Lossy-Drude 

Model 

 
Numerical simulations of metamaterials are performed by lossy Drude model in 
this paper. The method is a useful method to realize the wave propagation 
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characteristics of metamaterials. According to the analyses discussed in [23-25], 
the CLS should provide a dielectric susceptibility response associated with a 
“lossless” electrically small dipole of capacitance C and length l loaded with 
inductance L in an effective volume V. With the time dependence exp (jωt) a 
Thevenin circuit model of the antenna and load yields the electric susceptibility 

χe= ).
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where for normal incidence )( 0
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0 VlK e ε=  and the resonant angular frequency 

.10 LC=ω  Thus the CLS should produce a “lossless” Lorentz material (LM) 

type of behavior near .200 πω=f  Similarly, the SRRS should produce a 

magnetic susceptibility associated with a “lossless” electrically small loop of area 
A and inductance L loaded with capacitance C in an effective volume V. With the 
time dependence exp (jωt), a Thevenin circuit of the antenna and load yields the 
magnetic susceptibility: 
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2

0µ=  and again the resonant angular 

frequency .10 LC=ω  Thus the SRR$S should produce a “lossless”           

Two-Time derivative Lorentz material (2TDLM) type of behavior near 

.200 πω=f  In particular, a magnetic 2TDLM is described by its 

magnetization field behavior in the time and frequency domains as : 
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The result (2) is recovered with 0=== βα χχγ  and .1−=γχ  The 2TDLM 

model reduces to the Lorentz model when .0== γβ χχ  A plasma frequency 

ωp is introduced to make the material constants γβα χχχ ,,  unit less. Note that 

as ω→∞, the SRRS gap acts like a short and should produce a negative 
susceptibility [26] which agrees with equation (4). The result (2) agrees with the 
analysis of the SRRS given in [19]. Equations (1) and (2) indicate that one can 

potentially realize relative negative permittivity’s )1(0 eχεεε +==  and 
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permeability’s )1(0 mr χµµµ +==  just beyond the resonant frequency f0 

with these types of inclusions.  
We note that the use of inclusions to achieve negative permittivity materials 

was used early [27], to simulate plasma media whose susceptibilities are given in 
the form of (1) with ω0→0. The resulting electric susceptibility takes the              
lossy-Drude model form and the plasma permittivity becomes: 
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γωω

ω
εε

j
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    (5) 

This relation indicates that the permittivity will become negative at frequencies 
below the plasma frequency ωp; hence, the resulting from a medium with an 
effective permittivity that is negative at the reflection frequency has been proposed 
and used in FSS design. A similar thought process was used in [24] to achieve an 
effective 2TDLM magnetic reflector. 

If the negative permittivity and permeability values can be matched over a 
range of frequencies, the reflection coefficient of the slab is zero. In particular, 

recall that in free space the wave impedance is given by 000 εµη = , where 

the free-space permittivity and permeability are, respectively, ε0 and µ0. Consider 
a semi infinite medium with permittivity ε and permeability µ. At the interface 
between the slab and free space, the reflection coefficient for normal incidence has 
the well-known form: 

1
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where the relative impedance η = .rr εµ  For a slab of finite thickness d of this 

medium, the reflection and transmission coefficients for plane wave scattering at 
normal incidence are given, respectively by the S-parameters S11 and S21: 
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Where the transmission term  
Z = exp (-jkd)         (9) 

Consequently, if the slab is matched to free space with η = η0, then S11=0 and 
S21=Z. The identification of frequency regions where matching occurs is thus 

suggested when 011 =S  and .121 =S  In this method permittivity and 

permeability ε and µ be modeled by the following expressions: 
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Where ωp and Γ  denote the corresponding plasma and damping frequencies, 
respectively. We can write a slide variation of equation (10) as 
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This model is in fact Lorentz medium model, e.g. 
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where 21 eee Γ+Γ=Γ  and .21

2

0 eee ΓΓ=ω With this method, the authors treat the 

metamaterials as homogeneous materials with frequency-dispersive material 

parameters. 

 

5.3 SRRS Design and Simulation 
 
To construct the metamaterial for SAR reduction, we proposed one model of 
resonators namely the SRRS as shown in Fig. 1. We design the resonators for 
operation at the 900 MHz bands. The SRRS contains two square rings, each with 
gaps appearing on the opposite sides [5]. The SRRS was introduced by Pendry et 
al. in 1999 [8] and subsequently used by Smith et al. for synthesis of the first           
left-handed artificial medium [9]. A lot of effort worldwide has been spent 
studying single negative metamaterials (SNMs), double negative metamaterials 
(DNMs), their properties [6], applications in antennas [7], and other microwave 
devices. In Figure 1, the structures of resonators are defined by the following 
structure parameters: the ring thickness c, the ring gap d, the square ring size l, the 

split gap g, and c 0  is the speed of light in free space. The resonant frequency f is 

very sensitive to small changes in the structure dimensions of the SRRS. The 
frequency response can be scaled to higher or lower frequency by properly 
choosing these geometry parameters. After an extensive simulation study, we have 
found out a closed-form formula for the resonant frequencies of the SRRS: 

f SRRS  = k1 2/1

0

])2(4[2 rext gcr

c

ε−−
.          (14) 
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The SRRS is resonating at approximately half the guided-wavelength of the 
resonant frequency. There are two resonances from the split rings. We have given 
the formula for the resonance of the outer split ring, which has a lower resonance 

frequency. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Numerical simulations could predict the transmission properties depend on 

various structure parameters of this system. Simulations of this complex structure 
are performed with FDTD method. To construct the SRRS for SAR reduction, the 
SRRS lie in the xz plane are considered. The EM wave propagates along the y 
direction. The electric polarization is kept along the z-axis and magnetic field 
polarization is kept along x axis. Periodic boundary conditions are used to reduce 
the computational domain and an absorbing boundary condition is used at the 
propagation regions. The total-field/scatter-field formulation is used to excite the 
plane wave. The regions inside of the computational domain and outside of the 
SRRS were assumed to be vacuum. 

From this study, it is found that both of the two incident polarizations can 
produce a stop band. As shown in [4-6], the stop band corresponds to a region 
where either the permittivity or permeability is negative. When the magnetic field 
is polarized along the split ring axes, it will produce a magnetic field that may 
either oppose or enhance the incident field. A large capacitance in the region 
between the rings will be generated and the electric field will be powerfully 
concentrated. There is strong field coupling between the SRRS and the 
permeability of the medium will be negative at the stop band. Because the 
magnetic field is parallel to the plane of SRRS, we imagine the magnetic effects 
are small, and that permeability is small, positive, and slowly varying. In this 
condition, these structures can be viewed as arranging the metallic wires 
periodically.  

The stop bands of the SRRS are designed to be at 900 MHz and 1800 MHz. 
The periodicity along x, y, z axes are Lx = 63 mm, Ly = 1.5 mm, and Lz = 63 mm 
respectively. On the other hand, to obtain a stop band at 1800 MHz, the 

Fig.1.1. The structure of SRRS (a) 

front-side and (b) back-side views. Fig.1.2. Structure used in SAR calculation. 
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parameters of the SRRS are chosen as c = 1.8 mm, d = 0.6 mm, g = 0.6 mm, and r 
= 12.9 mm. The periodicity along the x, y, z axes are Lx = 50 mm, Ly = 1.5 mm, 
and Lz = 50 mm, respectively. Both the thickness and dielectric constant of the 
circuit boards for 900 MHz and 1800 MHz are 0.508 mm and 3.38 mm 
respectively. After properly choosing geometry parameters, the SRRS medium 
can display a stop band around 900 MHz and 1800 MHz. SRRS producing a good 
stop band and size are large. Therefore, SRRS are suitable for mobile phones as 
per size and recital point of view. 

We have tried to use a high impedance surface configuration to reduce the 
peak SAR. However, we found that when these structures operate at 900 MHz, the 
sizes of these structures are too large for cellular phone application. A negative 
permittivity medium can also be constructed by arranging the metallic thin wires 
periodically [7]. However, we found that when the thin wires operate at 900 MHz, 
the size is also too large for practical application. Because the SRRS structures are 
significant due to internal capacitance and inductance, they are on a scale less than 

the wavelength of radiation.  

 

5.4  SAR Calculation in a Muscle Cube 

To verify our FDTD simulation, the structure parameters of SRRS were chosen as 
same as [5]. Since a 3-D model of the whole head with the presence of SRRS 
structure requires a great amount of memory, a simplified muscle cube is used to 
validate the effect of SAR reduction.  

Fig. 2 shows the muscle cube used in SAR simulation. It is formed by muscle 

tissue with rε  = 51.8, σ =1.11, and ρ  = 1040 for 900 MHz and rε  = 49.4, 

σ =1.53, and ρ =1040 for 1800 MHz. A λ /2 helix antenna is placed near the 

muscle tissue. The distance between the antenna and the muscle cube is 20 mm. 
The radiated power from the antenna is assumed to be 600 mW for 900 MHz and 
125 mW for 1800 MHz, respectively. The designed SRRS are placed between the 
antenna and the muscle cube. The medium with parameters Nx=1, Ny=10, and 
Nz,=1 unit elements along each direction are used. The sizes of the muscle cube 

are chosen to be the length of the λ /2 helix antenna. 

To investigate the SAR distribution and antenna performance with SRRS, the 
power radiated from the antenna, the radiation impedance of the antenna, and the 
peak 1 gm averaged SAR values (SAR I gm) are analyzed. The free space 
radiation impedance of the antenna, in the absence of the SRRS and the muscle 
cube, is ZRO. As in [7], to evaluate the power radiated from the antenna, the source 
impedance (Zs) has been assumed equal to the complex conjugate of the free 
space radiation impedance (ZS=ZRo). The source voltage (Vs) is chosen to obtain a 

radiated power PR in free space (Vs= RoR RP ××8 ). When analyzing the 

influence of the metamaterials to the radiated power from the antenna, the source 
impedance and the source voltage are considered fixed at the Zs and Vs values. 
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The power radiated from the antenna is evaluated by computing the radiation 
impedance in this situation (ZR=RR+ jXR) and using the following equations: 

PR=
2

2

2

1

SR

R

S
ZZ

R
v

+
.                         (15) 

The effects of SRRS on the performance of the antenna are studied.  

Table 1. Effects of SRRS on the Antenna Performance 

 900 MHz 1800 MHz 

 Without SRRS With SRRS Without SRRS With SRRS 

ZR 49.48-j48.81 37.32-j42.94 61.81-j85.86 81.63-j93.94 

PR 600 mW 523.4 mW 125 mW 116.7 mW 

 
The radiation impedance and radiated power are given in Table I and 

compared with the results without SRRS placed between the antenna and the 

muscle cube. The free space radiation impedance is 49.48 + j48.81 Ω  at 900 

MHz. The source impedance is set to be 49.48 + j48.81 Ω  and the amplitude of 
source voltage 21.25 V has been assumed to obtain a radiated power 600 mW in 

free space. The radiation impedance ZR changes to 37.32 + j42.94Ωwith the 
presence of SRRS. From eqn. (2), the radiated power from the antenna with SRRS 
changes to 523.4 mW. The peak SAR I gm becomes 3.62 W/kg, a reduction of 
44.73% with respect to the condition without SRRS. The antenna operated at 1800 

MHz is considered. The free space radiation impedance is 61.81 + j85.86Ω . The 

source impedance is set to be 61.81 + j85.86 Ω and the amplitude of source 
voltage 8.85 V has been assumed to obtain a radiated power 125 mW in free 

space. The radiation impedance ZR changes to 81.63+ j93.94 Ωwith the presence 
of SRRS. As a result, from eqn. (2) the radiated power with SRRS changes to 
116.7 mW and the peak SAR 1 gm is equal to 0.45, a reduction of 48.27% with 
respect to the condition without SRRS. The radiated power is less affected while 
the peak SAR 1 gm is reduced more significantly. As a consequence, the designed 
SRRS can be used to reduce the EM interaction between the antenna and the 
muscle cube. 
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Table 2.2. Comparisons of peak SAR with Metamaterial in Muscle Cube 

900 MHz !800 MHz  
Tissue Type 

Without 
Metamaterial 

[W/kg] 

With 
Metamaterial 

[W/kg] 

Without 
Metamaterial 

[W/kg] 

With 
Metamaterial 

[W/kg] 

SAR value for [5] 8.85 5.59 0.97 0.54 

SAR value with 
metamaterial for 1 gm 

6.73 3.62 0.87 0.45 

 
The SAR distribution is compared with the value reported in [5] for validation, as 
shown in Table II. The calculated peak SAR 1 gm value is 6.73 W/kg for 900 
MHz and 0.87 W/kg for 1800 MHz, when the portable telephones  is placed 20 
mm away from the muscle cube without a metamaterial. This SAR value is better 
compared with the result reported in [8], which is 8.85 W/kg at 900 MHz and 0.97 
W/kg at 1800 MHz for SAR 1 gm. The SRRS is utilized in between the antenna 
and muscle cube, and it is found that the simulated value of SAR 1 gm 3.62 W/kg 
at 900 MHz and 0.45 W/kg at 1800 MHz for SAR 1 gm respectively. The 
reduction about of 44.73% for 900 MHz was observed in this study when a SRRS 
is attached between the antenna and muscle cube for SAR 1 gm and also 48.27% 
for 1800 MHz respectively This SAR reduction is better than the result reported in 
[5], which is 36.8% at 900 MHz and 44.3 % at 1.8 GHz for SAR 1 gm. This is 
achieved due to the consideration of different thickness, different antenna, 
different size of metamaterial, different impedance factors, different positions and 
it is because the electromagnetic source is being moved away from the head. 
 
 

5.5 Conclusions 

The metamaterials has been designed to reduce SAR value in muscle cube in this 
paper. With properly choosing geometry parameters of SRRS, the stop band can 
be shifted around GSM 900 MHz and 1.8 GHz of the cellular phone. The SAR 
distribution in a simplified muscle tissue with the presence of SRRS is studied and 
a significant reduction can be obtained. The SAR value with metamaterial 
attachment for 900 MHz has been achieved of 44.73% with respect to the 
condition without SRRS and also SAR value for 1800 MHz has been achieved of 
48.27% respectively. Numerical results can useful information in designing 

communication equipments for safety compliance. 
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Chapter 6 

End Winding Inductance of Three-Phase A.C. 
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O. Chiver, L. Petrean, L. Neamt, Z. Erdei 

Electrical Engineering Department, North University of Baia Mare, Victor 

Babes 62/A, Baia Mare, Maramures, Romania, olivian.chiver@ubm.ro     

Abstract. In this chapter, a study on the end winding inductance of 

stator windings used in the three-phase A.C. machines is presented. 

It refers to the windings in a single layer with coils ends in two and 

three plans respectively. 3D finite elements (FE) program has been 

used in order to determine the stator end winding inductance for 

more than 80 models. These models represent the stator of some 

asynchronous machines designed by the authors. The obtained re-

sults have been compared with the analytical ones. Also, for an 

asynchronous machine from our laboratory, measurements have 

been made, and the results have been compared with the analytical 

ones and with those based on FE simulations.   

Keywords. End, Winding, Inductance, FEM, Single, Layer, A.C. 

Machines. 

6.1  Introduction 

The stator of the A.C. rotating electrical machines presents a winding, 

generally three-phase, which is the support for the currents that produce 

the rotating magnetic field. Functionally, this winding includes two differ-

ent regions. In the active region the useful energy is transferred between 

the stator and the rotor, and it corresponds axially to the length of the stator 

core. In this region, the coils sides are placed in the slots. Another region 

represents the end winding and the coils sides are placed in air. In the ac-
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tive region, rotating magnetic field can be considered plane, while in the 

end winding region, rotating magnetic field is three-dimensional. 

In the design phase, the leakage inductances in the active region are de-

termined analytically with a satisfactory accuracy, only end winding in-

ductance is determined with less accuracy. This is due to the complicated 

form of the flux lines in the end winding region, which determines dis-

crepancies between the simplified model used to determine the analytical 

relations and the real form of the magnetic field. 

Improved analytical methods for end winding inductance determination, 

taking into account the 3D form of coils ends, some of them taking in con-

sideration  the eddy currents, have been presented in the papers [1, 2, 3, 4]. 

A more accurate determination of this inductance is possible using nu-

merical methods. Lately, the most utilized of them to analyze electrical 

machines, is finite elements method (FEM) because it can solve compli-

cated structures with reasonable assumptions and reliable results [5, 6, 7]. 

Some papers that deal with the method of determining the end winding 

inductance based on FEM 3D can be specified [2, 8, 9, 10, 11, 12, 13]. 

A more rapid method and of great accuracy, used to determine end 

winding inductance or to design the electrical machines generally, is that 

based on neural networks [14, 15, 16]. But neural networks’ training re-

quires data obtained from measurements or by numerical analysis.  An-

other disadvantage is the fact that such neural network offers reliable re-

sults only for the winding type also used in the training process; a new 

winding type requires another neural network. 

In order to determine experimentally the leakage inductance of the stator 

winding in case of A.C. machines, the rotor is removed from the stator. Al-

so in case of simulations, the numerical models will be realized without the 

rotor. 

In order to separate the end winding inductance from the total induc-

tance, both 2D and 3D models are realized for the same machine, and the 

difference between 3D and 2D total inductance gives the end winding in-

ductance [9, 10, 11]. 

6.2  FEM-Analytic comparative analysis  

In order to realize a comparative analysis between FEM and analytical 

values of the end winding inductance, a software developed by the authors 

for computer aided design of asynchronous machines has been used.  

The software has been created to allow the design computation of the 

asynchronous machines, and realizes the required 2D and 3D numerical 



End Winding Inductance of Three-Phase A.C. Machines      69 

models. The numerical models are realized on the basis of data that results 

from the design computation or, in case of an existing machine, on the ba-

sis of user’s data. 

6.2.1   Numerical simulations  

FEM formulation 

The software used in this paper is MagNet 6.25, a product of Infolytica. 

Without many details, it will be still specified that for this software the 

general 3D formulation is based on the T-Ω method.  

In a conducting medium, the equation to be solved is one in H  of the 

following form: 

[ ] 0
2

2
=

∂

∂
+

∂

∂
+×∇×∇

t

H

t

H
H µεµσ  

(1.1) 

where µ  is the magnetic permeability tensor, σ  is the electric conductiv-

ity tensor, ε  is the electric permittivity tensor and H  is the magnetic field 

strength. 

In a non-conducting medium, H  can be written as: 

 

sHH +−∇= ψ  (1.2) 

where sH  is any source field that satisfies sJsH =×∇ , sJ  is the current 

density in an eventual stranded coil, and ψ -scalar potential. 

Numerical models      

The initially realized models correspond to half of the machine; the stator 

winding having got the coils ends in two and three plans (Fig. 1.1 a, b). 

The numerical model also includes the carcass and an air volume that 

surrounds the machine and has got the length higher than the coils ends.  

In order to decrease the necessary time for analysis, from the initial 

model only the part corresponding to a half of a pole has been selected 

(Fig. 1.1 c).  

On the two radial faces “Odd periodic” boundary condition has been 

imposed.  

On all other boundaries “Flux tangential” condition has been imposed.  
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                          a)                b)                               c) 

Fig. 1.1. Model with coils ends in: a) two plans; b) three plans; c) reduced model 

6.2.2   Analytical computation of the end winding inductances  

Practically, designers use analytical formulations adjusted with empirical 

coefficients obtained from the experiment. They have for every type of 

winding, formulae adapted to their problem. 

In this paper, the end winding inductance has been determined using re-

lation (1.3) for coils ends in two plans and (1.4) for coils ends in three 

plans respectively [17]. 

)0.64τ(l
p

2N
0

1.34µL ff −=  
 

(1.3) 

)0.64τ(l
p

2N
0

0.94µL ff −=  
 

(1.4) 

where fL  is the end winding inductance [mH], 0µ  is the air magnetic 

permeability [H/m], N is the phase number of turns, p is the pole pairs 

number, fl  is the end coil length and τ is the polar pitch, both in mm. 

6.2.3   Analysis results  

The 2D and 3D numerical models have been carried out for more than 80 

asynchronous machines. For these machines end winding inductance has 

been determined both analytically and by FEM.  
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Finally the ratio of these values was computed and graphically repre-

sented in terms of distance “A” from the stator yoke to the plan where the 

formation of frontal ends begins (Fig. 1.2.a). 

In case of 5.5 kW machine, with coil ends in two plans the variation of 

this ratio is shown in Fig. 1.2.b. 

In case of 15 kW machine with coils ends in three plans the variation of 

the same ratio is shown in Fig. 1.2.c. 

For all analyzed models with coils ends in two plans and in three plans 

respectively, the variation of Lf[FEM]/Lf[Analytic] average ratio in terms 

of “A” is shown in Fig.1.3 a) and b) respectively. 

In the follows some aspects will be mentioned. In case of a machine 

with a certain power, if the stator winding is carried out for different val-

ues of distance “A” and all other geometrical parameters of coils ends are 

unchanged, the analytical value of end winding inductance differs from 

FEM value as much as the distance is smaller.   

Also, for the same value of “A”, in case of higher power machines the 

difference between FEM and Analytical values is more important, while 

for the same power the difference is higher in case of several poles ma-

chine. 

   

            a)     b)    c)                                                                                           

Fig. 1.2. a) “A” parameter; Variation of Lf[FEM]/Lf[Analytical] ratio for: b) 5.5 

kW machine, coils ends in two plans; c)15kW machine, coils ends in three plans  

  

                      a)     b)                                     

Fig. 1.3. Variation of Lf[FEM]/Lf[Analytic] ratio for the models with: a) coils 

ends in two plans; b)coils ends in three plans.  
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The explanation of these results is the following: analytical value of end 

winding inductance is a linear function of parameter “A”, while the FEM 

value is not linear. For the smaller values of distance “A” the influence of 

ferromagnetic stator material on the end winding inductance is more im-

portant. This fact is not reflected in analytical relations.  

However, can be noticed that analytical results differs from FEM results 

up to 30-35% only for values of the parameter “A” smaller than 20 mm in 

case of higher power machines, or in case of very low power machines 

(<500W). For the values of “A” used in practice (20-50 mm) in correlation 

with the power of the machine, the average difference between FEM and 

analytical values is generally smaller than 10%. 

6.3  Practical measurements   

Measurements have been carried out for a stator of an asynchronous three-

phase machine, the main data of the stator are: rated power 0.3kW, phase 

voltage 230V, core length 75mm, outer diameter 106.5mm, inner diameter 

70mm, pole pairs number 2, slots number 36, tooth width 2.75mm. 

In the rotor space a control coil has been placed (“Inner coil” in Fig. 

1.4.a), the coil span being equal with the polar pitch and the frontal ends 

bent radial towards the axis of the machine so that they should not be in-

fluenced by the flux of the stator end winding.  

Another coil (“End coil” in Fig. 1.4.a) is a closed loop along a coil end 

and near to the end of the stator. The coils ends are connected to the two 

multimeters and the voltages induced in the two coils have been measured 

for different values of stator currents (Fig.1.4.b). 

   

                       a)     b)                                      

Fig. 1.4. a) The tested machine and two search coils; b) Induced voltages as a 

function of the stator phase current  
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It can be noticed that the rotor removal from inside the stator determines 

almost a linear behaviour of the stator yoke in case of currents that do not 

exceed to much the nominal value. 

The inductance corresponding to the useful magnetic flux from the rotor 

space has been determined in terms of the induced voltage in the “Inner 

coil” [18]: 
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=  

(1.5) 

where ω  is the angular frequency, bU is the induced voltage in the “Inner 

coil”, wk is the winding factor, I is the phase current and bN is the turns 

number of the “Inner coil”.  

Analytically, Lb inductance can be determined with relation [18]: 
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where l is the stator length [cm], τ [cm] and f is the current frequency. 

The total leakage inductance represents the difference between total in-

ductance per phase and Lb inductance.  

To carry out the simulations, 2D and 3D numerical models have been 

made. The 2D magnetostatic analysis allows finding out the magnetic vec-

tor potential distribution on the inner diameter of the stator. This distribu-

tion is shown in Fig.1.5.a in case of phase current amplitude of 0.862A. 

     

a)     b)                      

Fig. 1.5. a) Magnetic vector potential distribution of the stator inner diameter;     

b) The fundamental component of the magnetic vector potential 
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Using a personal developed MATLAB program, the fundamental com-

ponent of the magnetic vector potential A1 has been obtained (Fig.1.5.b) 

and then Lb inductance: 

b
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N
lkA

I
L 1

2

1
2=  

 

(1.7) 

The analytical, FEM and measured values are presented in table 1.1. 

Table 1.1. Inductances values   

Inductance  Measured FEM Analytic 

Lt [mH] 145.89 142  151.44 

Lb [mH] 45.92 46.3 58.8 

Lσ [mH] 99.97 95.7 92.64 

Lf [mH] 29.9* 33.11 26 

Lt is the total inductance per phase when the rotor is removed; Lσ is the total leak-

age inductance per phase.  

* Based on the voltage induced in “End coil”  

If relation (1.5) is used to determine end winding inductance in terms of 

the induced voltage in “End coil”, the value obtained is 29.9 mH. Using 

FEM this value is 33.11 mH, and analytically – 26 mH. In this case the 

FEM/Analytic ratio is 1.27. This value is quite high, but in case of this ma-

chine the distance “A” is only 5mm and the power of the machine is very 

small.  

The models analyzed in this work have corresponded to powers between 

2-37 kW. A single model corresponded to a 0.55 kW power machine, and 

in this case FEM/Analytic ratio was 1.2, the value of “A” parameter being 

10 mm. 

The smaller value of the end winding inductance (in comparison with 

FEM) obtained on the basis of the induced voltage in “End coil” is due to 

the fact that not the entire magnetic flux produced by coils ends is closed 

trough this coil. A part of this field is closed trough the stator, and does not 

induce voltage in the “End coil”.  

6.4 Conclusions    

This study presents a comparative analysis regarding the end winding in-

ductance of single layer windings with coils ends in two and three plans. 
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Over 80 models have been analyzed and the FEM results have been com-

pared with analytical ones. 

Also, for a 0.3 kW asynchronous machine from our laboratory, meas-

urements have been carried out and again the values have been compared 

with FEM and analytical values.  

For Lt, Lb and Lσ inductances, the FEM values are close to the measured 

values. 

The value of the end winding inductance determined by FEM is only 

slightly higher than that determined on the basis of the voltage induced in 

the “End coil”; this is indeed correct, the reason being presented. 

Finally, the FEM value of the end winding inductance can be considered 

more accurate than other values referred to in this paper. 

As for the analytical relations which include coefficients determined ex-

perimentally by the manufacturers of electrical machines, these allow gen-

erally satisfactory results. Less accurate results occur when some machines 

are designed for which the design experience is not large enough.   

 A last conclusion is that always when designing a new type of machine, 

or when new materials are used, only the analytical determination of the 

machine parameters is not enough, numerical simulations being required. 
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Abstract: We derive a finite difference scheme for  a  sufficiently slow  permeable 

boundary Navier-Stokes flow, to justify the condition, 

( )( ) ( ), . , 0x t x tρ ∇ ≈v v , in its  

Navier-Stokes  equation. The expression is the nonlinear part of the equation and 

features in the approximation of the flow’s Reynold’s number (see Remarks 

5.2(3), on page 721 of [2]). In other words, we discretize the linearized,                  

non-homogeneous Navier-Stokes problem, representing the 3-D  slow flow of a 

fluid. A typical example of a slow Navier-Stokes fluid flow is ground water 

through an aquifer. It is to be noted that the condition of non-homogeneity stems 

from our further application of the Sauer-Maritz boundary permeation model (see 

Section 2,on page 718 of [2]). This model is also applied in [4], [5] and [6]. The 

homogeneous version of the problem is discussed by O.A. Ladyzhenskya in 

[7].The derived scheme will then be tested for convergence and error stability. The 

theoretic analysis of the problem, as discussed in [2], takes place in the Sobolev 

space, ( )( )2 2[0, ], ; ;L T H TΩ < ∞ and therefore,  the scheme will be derived in 

the same function space( similar to the scheme in [3]). 

 
Key Words: finite difference scheme; permeable boundary; slow Navier-Stokes 

flow. 
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7.1   Introduction 

 
We seek a numerical approximation to the 

solution, ( ) ( ) ( ) [ ]2, , 0,x t p x H T∈ Ω ×v   whose existence and 

uniqueness was confirmed in[2], such that,        

( ) ( ) ( ) ( ) ( ) ( ) ( )

( )
( )
( ) ( ) ( )

( ) ( ) ( ) ( )

2 3 2

t

0

t 0 0 0

1 2

 1a   , , , , ;  ; ; , 0,

              subject to:

 . , 0;             

  1b  , , ;   .

 y,t   , 2 , t   .
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           : ,
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, ;

            := , ;

          :   fluid viscosity; assumed constant;

           :  fluid density; assumed constant;

          , :  body fluid velocity field;

          , :  surface fluid

x

y y y

x t

x t

µ
ρ

γ

∈Ω

∈∂Ω = Γ

v

v

( )
( )

( )
0

 velocity field;

          , :  fluid pressure field;

          , :  surface fluid pressure field;

          , :  external force; assumed to be of potental type.s

p x t

p x t

x t

γ

f

 

 

7.2  The setting for the problem 

 
We fill up a container with a Navier-Stokes fluid. Inside this container we 

put a smaller container, with the same Navier-Stokes fluid and same 

height. The walls of the inner container are permeable; thus allowing the 

free flow of the fluid to and   from the outer container. We denote the wall 

of the inner container by Γ  and the wall of the outer container by 0Γ .  

 

0

0

 The body of fluid between  and  is denoted by . On the other hand the body of fluid

 beyond , inside the inner container, is denoted by . A fluid particle may accelerate from

the position of res

Γ Γ Ω

Γ Ω

0

0

t from ,  through  into . Another particle could accelerate from the

position of rest from  through  into .

Ω Γ Ω

Ω Γ Ω
  

The motion of the fluid in regions 0 and Ω Ω  is governed by the 

mathematical model 1(a), whilst the model 1(b)(the last two boundary 

equations) accounts for the fluid permeation through Γ . The scheme for 

the last boundary equation in 1(b) will be sought as its derivation in [4] has 
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taken into consideration the Sauer-Maritz permeation model 

( ( ) ( ) ( )0 , ,vy t y t yγ η= −v n ) and the conservation laws. 

(see also  [2],[4],[5] and [6]) 

 

 
Remarks 

 
In the following remarks we assume,  
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(2) The right-hand velocity scheme will  generate the error term
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 (4) In the derivation of the following scheme, we will ignore the error terms
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  to approximate , ; ,  and , ,  respectively.

      Similarly, we use ;  and  to approximate ;  and  respectively.

      (See (4) and (5) on page 510 of [7] and 12
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7.3   The scheme for the region ,     Ω Γ Γ
0

between and  

 

( )
( ) ( )

1

1 1

, 1 ,

Taking a square grid, , 1, 2,3,......., , for  each axis plane, we

develop the following scheme; assuming the mesh information

under Remarks 2.1:
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The scheme for the divergence equation is:

4 0
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∆ ∆ ∆

 

 
Assigning  , then the scheme (1)-(4), is reduced to

the following form:

x K∆ =
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Rewriting (9), in terms of the right hand side of (8), we obtain, 
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Therefore,solving for  in (10) ,the recursive algorithm for the region between  and  

 is thus given by,
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Therefore, (7) and (11) jointly present a finite difference scheme for the 

numerical simulation of the Navier-Stokes flow between the boundaries 

. and  0ΓΓ  

 
The finite difference scheme referred to is, 
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will later be tested for convergence and error stability.   
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For the fluid under consideration, we have,
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We rewrite 13(b) to obtain, 
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 Later, it will be shown that the scheme (14) converges for 
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which is in terms of the physical constants for the fluid. 

  

 

 

7.4    Stability for the scheme 
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 where, : , , ; ,  is the actual velocity;

 the actual pressure.

Therefore, the statement for the error of approximation for (14), is given by,
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There fore, by  (13a),
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7.4.1 Theorem  

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) [ ]2 2

, 1 1 0 1

For a fluid particle accelerating from the position of rest in  and accelerating towards ; with

0, ;   ,  ; 0,  , ;  , 1;2;3..., ; 1, 2,3;
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Proof: 
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Firstly, all the norms in the proof are the .  norms.

On the other hand, by (16)
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(2) For  , 0(conservative force) which is the case in [2], then 0,  and,
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7.5  The scheme for the flow through the boundary Γ . 

 
Any point on the permeable surface Γ  may be represented by the general 

coordinates, 

( )1 2 1 2, , ,  with  and  tangential to , and,  normal to the surface(see Section 2.5 of [5])τ τ τ τ Γn n
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( ) ( ) ( )

v

1

v , 1

Equation (23) in the normal direction to ;  represents flows across , and it is to be discretized to 

approximate the value of .

In terms of our rectangular coordinates,
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      where,  is the acceleration component due to gravity. 
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We then discretize (14) as follows:
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( ) ( )

1

1 1

i,j 1 , 1

Assuming a normal direction(parallel to the -axis) to the boundary surface , 

then from (28), we obtain the  boundary computational scheme:

2
1 ;  which is readily usabli j i

X

t t
v p

µκ
η

σ σ+ +

Γ

∆ ∆ = − − 
 

e for the approximation of the boundary

velocity for the permeable boundary fluid.

 
Finally, the finite difference scheme of the permeable boundary Navier-

Stokes flow  is given by, 
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Remarks 
 

2

(1) It is now logical that we should "marry" the convergence criteria

     for the components of the scheme (29).While the components 29(a) and

     29(b) converge for 0 ;  the boundary permeatio
6

t

K

ρ
µ

∆
< ≤ n scheme

     converges for 0< t .
2

σ
µκ

∆ ≤

 

2

(2) Ultimately, we assert that the scheme (28) converges for,

      0< t min , .
2 6

(3) From the preceding remark, we observe that the choice

      of t is subject to the physical contants of 

Kσ ρ
µκ µ

 
∆ ≤  

 

∆ the fluid. This makes

      sense as the boundary permeation time interval is expexted to

      be very short. 
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7.6   The scheme for the flow inside the region 0.Ω  

 

( )
( ) ( ) ( )

0

,

After the flow through the boundary surface ,  the fluid "spills" into the

region . This may require some modification to the scheme (29). We, thus, 

have the following scheme:
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,  for a short time

0

duration before non "incident" components were to re-develop.

x

 
 
 
 
 

 

Remarks 
 
(1) In the scheme (30), 

( ) ( ) ( )1 1 1

0 , , 1 , 0 , 1;  and 2 .i i i j i j i j i i jp p v f pγ η γ µη κ+ += = = − −  

(2) By Remarks 5.1(2), the scheme will converge for  
2

0< t min , .
2 6

Kσ ρ
µκ µ

 
∆ ≤  

 
 

 

 

7.7   Conclusion 

 
Although the discretization of the boundary permeation fluid flow may still 

be regarded as “splitting hair”, our preceding analysis does indicate that it 

is still feasible. The role played by the physical constants of the 

fluid ( , ,  and )σ ρ µ , may definitely not be ignored. Obviously, the larger 

the inner container curvature κ ,the more “viable” the boundary 

discretization scheme becomes. 
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Abstract. The theoretical analysis, the simulation and the circuit 

implementation and evaluation of a current mirror with remarkable 

performance characteristics compared to conventional designs is 

presented. The proposed design is mainly used for biasing and   

current transfer although it could be used as a load in amplifier 

stages. Following the well-known trade-offs when designing     

current mirrors between impedance, current transfer ratio, area on 

chip, power consumption, voltage-headroom and expandability the 

new current mirror design exhibits very high output impedance and   

excellent current transfer ratio at the expense of voltage-headroom.  

Keywords. Current mirror, Current transfer ratio, Impedance,    

Wilson, Cascode 
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Input current Output current 

8.1   Introduction 

Current mirrors (CM) are essential building blocks in almost every circuit 

and device in chip affecting significantly the overall performance of the 

configuration. Over the past decade several applications have been        

presented relying on precise, high output impedance current mirrors to 

achieve performance [1-4]. Nevertheless, although current mirrors are 

generally easy to understand topologies this may not be the case when    

designing on the cutting edge.  A simplified block diagram of a current 

mirror is shown in Fig. 1.1. It consists of the input and the output stage 

where the current ideally is exactly the same. Additionally, the               

configuration’s input voltage is zero and the output impedance is infinite 

providing insensitivity to power supply and temperature variations [5].  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.1. Current mirror block diagram 

Practically, the output AC impedance of the configuration is finite and 

not constant since the output current changes when altering the output   

voltage. In the input terminals a voltage drop is developed, subtracted from 

the voltage applied to the current source, resulting to a different than the 

expected current in the output of the circuit [6-7]. 

Additionally, the difference between input and output currents is due to 

the gain-error source, which is divided to the systematic and the random 

gain error. Finally, the biasing of the output transistors can affect the     

performance of a current mirror especially when it is not high enough to 

keep transistors in the active region and simultaneously low enough to 

maximize the range of output voltages where the output impedance is   

constant. 
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8.2 Conventional current mirrors 

Several well-established CM topologies are used today mainly due to their 

simplicity and their limited requirements in voltage-headroom. The     

theoretical analysis, the simulation and circuit implementation of four of 

them, the simple current mirror and its buffered version, the Wilson and 

the Cascode CM are presented below. Current transfer ratio and output 

impedance are mainly investigated, the two most important characteristics 

of a current mirror. 

8.2.1 Simple and buffered current mirror 

The simple current mirror is the most usual CM and the basis for several, 

more advanced CM designs. It consists of two transistors, one of them    

diode-connected [5]. On the other hand the buffered CM, incorporates an 

extra transistor which buffers the input current reducing the current needed 

to drive the bases of transistors T1 and T2 [8]. Thus, the emitter current of 

T1 is closer to the input current hence closer to the input current is the col-

lector current of T2, too. Both circuits are shown below.  

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1.2. Simple and buffered current mirrors 

Since, 

T

1BE
V

V

1

1
1S1E e

β

1β
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+
=  

(1.1) 

following straightforward analysis on currents for the simple CM, for 

2BE1BE VV = , the current transfer ratio, λ, can be calculated as shown below 
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(1.2) 

Matched devices could eliminate the term IS1/IS2 to obtain a unity current 

transfer ratio. Same analysis for the buffered CM, gives  

( ) ( )1ββ

1

1ββ

1
1

I

I

1
λ

32312S

1S

+
+

+
+

=

)(

 (1.3) 

Consequently, the current transfer ratio of the buffered mirror will be 

much better compared to the simple CM due to the β
2
 term. Nevertheless, 

matched transistors are necessary. On the other hand, the output stage of 

the simple and buffered CMs is a single transistor. For finite Early voltage 

the output impedance can be found by the IC over VCE characteristics of the 

transistor. Hence, 

OUT

A
O I

V
R =  (1.4) 

For a quiescent current of 1mA the output impedance is some 50KΩ. 

8.2.2 Wilson and Cascode current mirrors 

When higher output impedance is necessary, Wilson CM is preferred [1]. 

The input current is fed into a simple CM via transistor T3 which provides 

negative feedback to the circuit. On the other hand, the cascode CM, two 

simple current mirrors one on top of the other, offers similar performance 

but it operates in higher frequencies, since it can reduce the Miller          

capacitance between input - output [8]. Both mirrors are shown below in 

Fig.1.3. 
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Fig. 1.3. Wilson and Cascode current mirrors 

Following the same methodology as before, having identified the      

current in every part of the Wilson CM, the ratio λ for 
21 BEBE VV =  

will be, 

( )

( ) 3

1

321S
232S

321S

β

1

β

ββI
1ββI

1ββI

1

+

++

+
=λ

 
(1.5) 

Thus, λ will be close the current transfer ratio of the buffered CM. On the 

other hand, similar analysis on currents for the Cascode CM, gives, 

323231312S

1S

ββ

1

β

1

β

1

ββ

1

β

1

β

1
1

I

I

1
λ

++++++

=
 (1.6) 

slightly worse than that of the Wilson CM. 

 

The investigation on the output impedance of the Wilson CM has been 

recently presented in [10]. Having done some approximations,  

2

rβ
R

oo
o ΅Φ  

(1.7) 

which is β times the impedance of the simple current mirror and will keep 

constant for any output voltage, due to the negative feedback. On the other 

hand, the output impedance of the Cascode CM is that of a common base 

transistor. Consequently, it will approximately be equal to, 

2

rβ
R

3o3

o ΅Φ  
(1.8) 

8.3 The proposed current mirror 

The proposed current mirror is shown in Fig. 1.4. It is used as a current 

sink and the PNP version of that can be used as a current source. Their   

only difference is the output resistance of the source which depends on the 

current gain and the Early voltage of the devices used and will be slightly 

smaller. Although complementary transistors can assure that βp≈βn, it 

does not follow that the Early Voltage VAP will be equal to VAN, which   

affects the output impedance. The magnitude of the operating current (Iin), 
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can be set by a single resistor which can be either on-chip or externally 

connected for more operational flexibility or silicon area saving. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.4. The proposed current mirror 

The analysis of the current transfer ratio of the proposed CM can be   

carried out by identifying the currents in the circuit. Recently, it has been 

shown that the current transfer ratio is very close to unity since [10], 

2β

4
1

1
λ

+

=
 (1.9) 

The analysis of the proposed current mirror as far as the output         

impedance is concerned has been carried out using the small signal 

equivalent circuit of Fig. 1.5 [10]. Ignoring the output resistance rCE of 

each transistor apart from that of T3, the output impedance of the circuit 

has been calculated as, 
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In the above equation, the term uC2 can be ignored since it is positive but 

very small in magnitude. Thus, the equation can be written as, 
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(1.11) 

Equation (1.11) shows the output impedance of the circuit which is at 

least twice the output impedance of a Wilson current mirror. Table 1.1 

presents a comparison between the theoretical current transfer ratio and the 

output impedance of the proposed mirror and several other                   

well-established mirrors, analyzed in a similar manner. The superiority of 

the proposed current mirror is obvious. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.5. Small signal equivalent circuit of the proposed CM                         
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Table 1.1. Current transfer ratio and output impedance in theory 
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8.4 Circuit simulation and implementation 

Apart from the theoretical analysis all CM circuits have been simulated to 

investigate on their current transfer ratio and output impedance. The    

simulations have been carried out in room temperature for 1mA operating 

current. Prior to that, the β parameter of the transistor model used has been 

measured to define its exact value under these simulation conditions [11].  

A comparison between the theoretical output impedance and the     

simulated one for all CMs, including the proposed circuit, is presented in 

Table 1.2. The same Table presents the current transfer ratio derived from 

simulation for each circuit showing the superiority of the proposed mirror.  

Table 1.2. Current transfer ratio and output impedance in theory  

 

After the theoretical analysis and the circuit simulation, the proposed 

current mirror as well as the rest of the conventional current mirrors built 

on PCB and tested in the lab. The HFA3096 transistor array from Intersil 

has been used, to make sure that all transistors used will have as similar as 

possible performance characteristics. The operating current has been set by 

an external potentiometer, to achieve precision in the input current. The 

circuits of the conventional mirrors (simple CM, Buffered CM, Wilson 

CM and Cascode CM) are shown in Fig. 1.6 while the circuit of the      

proposed current mirror is shown in Fig. 1.7, respectively. The latter figure 

presents a snapshot of the evaluation of the proposed current mirror while 

measuring the current transferred from the input to the output, too. The 

amp-meter on the left indicates the input current and the one on the right 

the circuit’s output current. The lab-measurements agree with the       

simulation results. The current transfer ratio of the proposed current mirror 

is 0.999. 

Table 1.3 presents the current transfer ratio measured when feeding 

1mA in the input of each circuit. The performance of the proposed current 

mirror was better than the rest, as expected.  

Configuration 
Theoretical out-

put impedance 

Simulated 

output 

impedance 

Simulated  

current transfer 

ratio 

Simple CM 90ΚΩ 85 ΚΩ 1.022 

Buffered CM  90 ΚΩ 83 ΚΩ 1.03 

Wilson CM 2.43 ΜΩ 1.83 ΜΩ 0.991 

Cascode CM 2.43 ΜΩ 1.9 ΜΩ 0.993 

Proposed CM 4.86 ΜΩ 3.5 ΜΩ 0.999 
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Fig. 1.6. Conventional current mirror circuit implementation 

 

Fig. 1.7. Proposed CM circuit implementation and lab evaluation 

Table 1.3. Current transfer ratio measured in lab  

Configuration 
Output current for  

1mA input current 

Current transfer 

ratio 

Simple CM 0.979mA 1.02 

Buffered CM  0.987mA 1.013 

Wilson CM 0.996mA 1.004 

Cascode CM 0.996mA 1.004 

Proposed CM 0.999mA 1.001 
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8.5 Conclusions 

A precise, high output impedance current mirror has been presented. The 

theoretical analysis, the simulation and the lab evaluation shown superior 

performance compared to conventional designs. The overall better        

performance is achieved at the expense of some additional voltage-

headroom for biasing due to the extra transistors used. Despite that, the 

proposed current mirror is less sensitive to the transistor-characteristics 

used such as the Early Voltage and the current gain allowing better current 

transfer ratio. The presented current mirror can be used either as a sink or a 

source while it can be easily expanded without sacrificing performance.  
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Traffic Control System based on Intelligent 

Agents 
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Abstract. In this paper, an agent-based simulator of traffic control is 
presented. The consistent simulation framework allows the                 
monitoring of different traffic scenarios. It can use different               
topologies and can be connected to a geo-referenced map, which 
makes it adaptable to any road network. The application can be             
deployed in a distributed manner at any level of a country due to its 
ability of splitting a global map into blocks that can be handled             
locally, but also maintaining the main view of the process at the                
upper level. The optimization module can help to decrease the            
waiting time of cars in traffic with almost 40%. 

Keywords. traffic control, simulation, intelligent agents,              
optimization, JADE. 

9.1 Introduction 

The optimization of urban traffic represents one of the most important 
problems both at a global scale and at a local level, but especially for           
metropolitan areas. An exponential increase in the number of auto-vehicles 
may be observed in the areas with a high population and an increased      
economic development [1,2]. This increase along with the lack of efficient 
planning for traffic control may lead to significant economic losses. These 
factors have affected the global economy, where for example [1] loses         
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totalling $82.7 billion were registered in the US alone for the year 2007, 
without accounting the losses of private companies due to delays. 

In many cases of transportation systems, the sudden changes in traffic 
patterns lead to the overloading of a few intersections on some of its          
incidental roads. Unfortunately, from an economic point of view it is           
unfeasible to have a sudden increase in system capacity. The dynamic           
pattern of these issues also means that a static approach may only partially 
solve the problem.  

Within the current context we can point out a few dynamic approaches 
for this problem. The main argument appears to be that existing urban           
traffic control systems (UTC) e.g. UTOPIA-SPOT in Italy [3], SCOOT in 
the UK [4], UTMS in Japan [5] or SCATS in Australia [6] are efficient 
enough, but only for static patterns. The systems which allow some             
flexibility like MOVA [7] and LHOVRA [8] do not make full use of the 
local and global communication that an agent-oriented approach would 
provide. 

JADE (Java Agent DEvelopment) [9] is one of the most popular         
frameworks for the development of multiagent systems. It can handle the 
creation, communication and migration of agents in a flexible way,          
allowing the developers to concentrate on the core logic of agent execution 
and interaction. The JADEX [10] reasoning engine follows the                 
Belief-Desire-Intention (BDI) model and facilitates easy intelligent agent 
construction with sound software engineering foundations. It allows for 
programming intelligent software agents in XML and Java and can be           
deployed on a middleware such as JADE. 

Agents and multiagent systems have recently found many domains of 
application. They were used for the management of search algorithms in 
order to improve the efficiency of search [11]. The JADE platform was 
used to extend the virtual communities applications and to create             
multi-user online games [12]. El-Bakry and Mastorakis [13] used            
intelligent agents to design an e-learning system called E-University. 
Agents were also used as a simulation and testing technique for telecom-
munication networks [14]. The collaborative behaviour of agents was               
studied with the introduction of mediators that facilitate cooperation [15]. 

In this paper, we propose the use of intelligent agents for the simulation, 
monitoring and optimization of road traffic. The system has two main 
components, iTraffic and Traffic Watcher, which are used through              
interconnections in providing a global perspective of the considered area 
of simulation. This may vary from the size of a small block to a whole 
country’s road infrastructure. Due to the lack of access to traffic sensors, 
Traffic Watcher represents a simulation environment that uses a multiagent 
system to represent a real topology. The application may be used in real 
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situations without many modifications by simply replacing the random 
generators for the traffic patterns with real data from sensors placed on the 
road at each intersection. iTraffic is the component used for traffic             
monitoring, analysis, optimization and workload distribution within the            
entire system. 

This solution can be used both for off-line simulations, if the traffic           
parameters vary within normal ranges, and on-line control if the situation 
is more complex. 

9.2 General architecture of the Traffic Watcher 
application 

Traffic Watcher allows users to simulate a road traffic situation within a 
predefined road configuration. For this purpose, a hybrid multi-agent             
system has been developed, which combines JADE and JADEX features 
within a shared JVM runtime. The general application diagram is           
presented in Fig. 1.1. 

 

Fig. 1.1. Traffic Watcher general architecture 

The JADE platform is the support on which the entire multi-agent           
system is executed. It allows direct administration for the agents residing 
within, but also facilitates communication with other similar platforms. 

The topology container contains rational JADEX agents which emulate 
the main entities involved in a road traffic simulation scenario (semaphore 
agents, road agents and car agents) but also JADE agents (terminal agents). 
Traffic Watcher intends to offer a simulation environment for auto            

traffic for a configurable road system and store various statistics regarding 
simulation variables (road congestion, waiting times for each semaphore, 
road costs). This data is subsequently analyzed by the iTraffic optimization 
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module which provides the actual decongestion analysis for the simulated 
intersections. 

The analysis process for the data collected throughout the simulation 
may lead to important changes within the system through active                
semaphore time adjustments, re-evaluation of overall travel costs and 
changing the probability of an accident occurring on road segments in            
order to minimize waiting times and costs. 

9.3 General architecture of the iTraffic application 

iTraffic is a distributed intelligent platform for optimizing urban traffic,     
offering solutions to most problems UTC systems have. It consists of six 
modules and uses Traffic Watcher as the agent system base for working 
with the entities involved in the simulation process (vehicles, roads and 
semaphores). 
iTraffic bases its urban traffic simulations on the existence of previously 

defined road infrastructure which can be processed using the data retrieval 
and export module, transforming this data from a standard format into 
iTraffic’s own entity system. The processed and filtered data are presented 
then in the user interface for manipulation and control through the               
management and control module.  

In order to meet the memory, processing power and storage                  
requirements (for the information resulted from the statistics module)            
specific for a real time traffic optimization system, iTraffic enables users to 
split a geographic region into subsections dedicated to serving a fragment 
of the initial zone (blocks). Every block is represented in our UTC (urban 
traffic control) system through an agent platform. 

The migration module works alongside the distribution and the                
management and control modules to create a user-transparent layer in 
which information (in the form of agents) is transferred from one platform 
to another. In essence, this migration allows a car agent to “travel” through 
blocks and provides a global routing system. 

Information regarding system evolution and optimization over time are 
presented in the management interface using the statistics module. This 
module ensures an overview of the effects that the optimization efforts 
have on the entire agents system. 

The optimization module periodically checks and optimizes road traffic 
for each block based on the information recorded by the multi-agent              
systems using an adaptive algorithm. Its main goal is the minimization of 
average waiting times at the semaphores by taking into account factors 
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such as average waiting times, road segment length, average number of 
cars on a road, the probability that an incident may occur and the                
previously computed time shares (the time while the semaphore stays 
green in each direction of an intersection). The traffic optimization               
algorithm computes two values for each road passing through each              
intersection: 

• Importance (I) – a value which reflects the importance of the currently 
considered road segment in the entire road system. A greater importance 
reflects a higher probability that the segment will become a bottleneck; 

• The time share for the semaphore (T) – the value in seconds in which 
the semaphore stays green for the considered road segment. 

Thus, we take four of the most relevant parameters into account when 

applying the optimization algorithm for road segment iR  from iN  to jN : 

• Road length (L) – the shorter the road is, the more important it will be-
come, since it will have a greater chance of becoming overcrowded; 

• Average number of cars passing in the time unit (C) – the more cars 
uses a certain road segment, the greater chance it will have of becoming 
overcrowded; 

• Average car waiting time (X) – iTraffic takes into account the previous 
experience regarding average waiting times for the considered road 
segment. The greater the waiting time, the more important the segment 
will become; 

• Average number of obstacles (O) – this value identifies the roads on 
which accidents occur, where the road is blocked by construction or          
extension work or where other events causing traffic stops may appear. 

For every intersection we consider a constant sum of time shares when 

the semaphores are green GT , in other words, the total time for a complete 

semaphore cycle, computed in the previous analysis process: 

nGGGG tttT +++= ...
21

 (1.1) 

By calculating the above mentioned parameters, we can find the           
importance for a road segment: 

OjXjCjL

j

j wOwXwCw
L

I ⋅+⋅+⋅+⋅=
1

, (1.2) 

where wL, wC, wX, and wO are the weights that allow the user to grade           
different importance levels to the mentioned factors and their are             
normalized: 
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wL + wC + wX + wO = 1 (1.3) 

Before calculating the time shares for each direction of a semaphore, we 
sum the importance for each road segment: 

∑
=

=
n

i

iII
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 (1.4) 

This value will give us an overall understanding of the importance level 

a road block has within the whole system. With the value of GT  from the 

previous equation, we may scale the importance level of each road              
segment to the overall importance of the block which contains it: 
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Each pair of values ( )
jGj tI ,  is then stored in the database and               

propagated using the global manager authority to each semaphore and road 
segment in the agent systems. 

9.4 Types of agents 

Several types of agents are part of the traffic control system: 

• The car agent: receives a goal destination from the terminal agent that 
generated, reused or mediated its migration inside the traffic block, and 
tries to reach this destination. The car then requests a new route towards 
this destination from the routing agent that handles the current traffic 
block. Based on the information received from the semaphore agents, 
the car can decide that the current route is no longer optimal, and that a 
route change process is necessary, making another request to the routing 
agent; 

• The routing agent: represents the entity responsible with solving routing 
requests inside the simulated traffic block. The routing process can be 
also executed for a future state of the traffic grid, so that a car agent         
receives better route estimation when trying to change a route that it is 
no longer considered optimal. For solving the route finding problems, 
the agents uses an implementation of the A* search algorithm, that is 
known to provide optimal solutions; 

• The hazard agent: is an entity built to simulate the random occurrence 
of traffic incidents inside the simulated topology. The agent randomly 



Traffic Control System based on Intelligent Agents      109 

activates its obstacle placement behaviour and places a road obstacle on 
a randomly chosen road direction. A road obstacle (incident) induces a 
blockage on the associated road direction, that has an limited life span 
and increases the travel costs for that specific area; 

• The persistor agent: is used to store traffic related data inside the            
associated database, for future analysis; 

• The exporter agent: is designed to transmit simulation status data from 
the Traffic Watcher system to any presentation application capable of 
representing this information. A high degree of interoperability is 
achieved here by using standard BSD sockets as transport support and 
packing the status data as standard XML content, so that is could be        
utilized by any application capable of parsing XML files. 

9.5 Experiments 

Testing sessions for the application have mostly targeted the system’s 
stability and resource consumption (memory, occupied processor time, 
number of threads). The tests were conducted using normal parameters: 

• Agent system’s database persistence enabled; 

• An average of 250 cars / block at any given time; 

• Block connectivity enabled; 

• Car migration enabled; 

• All cars travel at a constant speed. 

 
Fig. 1.2. Test Topology No. 1 

 
Fig. 1.3. Test Topology No. 2 

 

The testing sessions were based on two different road sections that have 
a real correspondent, as follows: 
Topology no. 1 displayed in Fig. 1.2 is a traffic block with                   

approximately 100 entities (21 terminals, 50 road sections, 26 semaphores) 
and an average of 250 cars at any given time. Considering that each agent 
runs on a separate thread, similar to the semaphore action plans, which run 
on secondary threads, the described configuration is expected to reach  
600-700 threads running concomitantly. 
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Topology no. 2 displayed in Fig. 1.3 is a traffic block with                  
approximately 60 entities (13 terminals, 29 road sections, 15 semaphores) 
which normally run an average 150 car agents at any given time, with an 
estimate of 400-500 threads running at the same time. 

For these tests we have split the blocks into four blocks and deployed 
them onto 4 different computers having the same configuration. The block 
separation can be seen in Fig. 1.4.  

 

 
Fig. 1.4. Block separation is the analysed configuration 

Since the generation of cars is done at random intervals of time, we can 
see that the cars in the system have reached their destinations faster, lead-
ing to the decrease in the overall number of cars in the system as seen in 
Fig. 1.5.  

 
Fig. 1.5. Overall average number of cars in the system 

Fig. 1.6 shows that the average optimization rate for the whole block in 
terms of time wasted by the cars in the system when waiting at a                
semaphore was of 38.13%. 
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Fig. 1.6. Overall average waiting time for all semaphores 

9.6 Conclusions 

The present paper presents a multiagent system for the simulation of urban 
traffic on real road network topologies. The data can be stored into a               
database, which allows future processing and analyses and offers the            
possibility of dynamic improvement of simulation parameters. As it is 
based on open source technologies such as JADE and JADEX, the              
application can be easily developed and the flexibility of its design makes 
it possible for new characteristics to be easily incorporated. The               
optimization module yields very good results, decreasing the average time 
a car waits at a semaphore with almost 40%. 
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Abstract. The aim of this paper is to define a methodology for            

determining the optimal size of the supermarket (between two 

workstations) through the optimization of the number of kanban in a 

kanban board. Also identifies some production parameters that 

greatly influence the optimal size of kanban board. The approach 

chosen is the building of a simulation model of a single stage multi 

product system with Arena, while OptQuest has been used for the 

next optimization phase.  

 
Keywords. Supermarket pull system, kanban board, DES,                     

simulation and optimization, data analysis 

10.1 Introduction 

In the events of recent years is easy to see a growing need in the              

industrial world: the traditional business model is no longer suitable to the 

context in which companies are increasingly subjected to different              

competitive pressure. There is the need to find new business models able 

to be creative and innovative and able to perceive and manage change. 

This need is the dominant reason throughout the literature and the media in 

1 

1 1 1 1 
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recent years. This new understanding of the industry is the starting point of 

this work, which aims to apply the cornerstones of Lean Thinking for the 

Improvement of a production system  which has as its first  priority to 

meet as best as possible and as fast as possible customer requirements. The 

system studied is a Single-Stage Multi-Product Kanban System: it consists 

of a single production unit, which produces 3 different products and there 

is only one supermarket to store them and a kanban board to collect and 

manage the production orders. This type of system was first studied 

through a specific and depth literature search, and has been implemented 

in theory by a simulation model.  The system was simulated using the 

software Arena 8.0 and hence has been optimized with OptQuest, using           

total cost minimization as the objective function. 

10.2  Literature review 

There are numerous studies on the systems controlled by kanban. These 

studies were differentiated by type and topic. More specifically, the type 

indicates which kind of study has been conducted on kanban systems, such 

as: 

• Algorithms (including genetic) - the kanban system is studied using an 

algorithm approach [2]. 

• Models of queue networks and Petri networks - the kanban system is 

represented and solved using the queue network models. 

• Markov chains - the kanban system is studied by using Markov chains. 

• Mathematical models – it provides a mathematical method for solving 

kanban systems. 

• Simulation - the kanban system is studied and solved through a large 

family of simulation techniques [8, 12]. 

• Literature review - the authors whose works have argued regarding  

kanban are mentioned [10].  

• Case study – The article is dealt with real case where the                             

implementation of a kanban system has been done. 

• Conceptual – the article is based on a general and conceptual                 

discussion of kanban systems. 

• Methodology - a methodology is proposed in order to manage different 

systems using kanban. 

• O. F. cost minimization – the aim of these are articles is to minimize 

costs. An objective function focuses on costs minimization will be the 

key of this work. 

Instead, under the topic entry were enclosed the following concepts: 
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• Techniques – it shows the type of technique dealing in the article (that 

is kanban, or other techniques, such as conwip, hybrid, etc ...) and if a 

benchmarking among several techniques was done. 

• Implementation – it considers papers proposing an implementation of 

kanban in systems of different nature [8]. 

• Various topics with kanban - covers those studies focused on various 

aspects of kanban, as its characteristics, methods of operation and 

more [3]. 

• Cards – it is essentially the calculation of card number, calculated as a 

general formula and as a numerical parameter obtained from the              

kanban system implementation. 

• Safety stock - this entry refers to articles considering the safety stock 

in kanban systems. 

• Buffer size – it concerns studies where the buffer size in a kanban           

system is considered [11].  

• Inventory - this parameter indicates the stock calculated following the 

implementation of a kanban system [1]. 

• Priority list – it indicates the priority rules chosen to appropriately 

manage a kanban system (such as sequencing, scheduling, backlog). 

• Performance indicators - this entry indicates the various indices of    

performance that were used in the articles to assess the results obtained 

or obtainable in a kanban system. 

• Supermarket – it indicates those articles focusing on supermarket 

within a kanban system [9]. 

From this literature review it has been highlighted that for the study of 

problems concerning the kanban logic most authors use simulation             

techniques; while the performance parameters built and used by these             

authors are throughput, WIP, backorders, setup, costs, cycle time, lead 

time, service level. 

Georg N. Krieg [5, 6, 7] proposes a classification of kanban systems in: 

• Single Stage Single Product Systems (fig. 1.2) 

• Single Stage Multi Product Systems (fig. 1.3) 

• Multi Stage Multi Product Systems (fig. 1.4). 

A single-stage single-product system [13] is characterized by a single 

production phase and only one product. In addition to the production 

plant, the system contains a collection box (the scheduling board,                

otherwise known as kanban board), an output storage for finished              

products, the containers for storing and handling the finished products, and 

a series of kanban for each product in the system. 

The single-stage multi-product kanban system is always characterized 

by a single stage production but by several different product codes. In 
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kanban systems the customers whose request can not be satisfied just in 

time (through the inventory stocked at warehouse) or they withdraw their 

request and apply to another supplier offering the same product or, if they 

have no alternative, they wait until their request is not satisfied. This is the 

standard situation for the production stages taking raw materials or parts 

from one supplier (the supplier may be a previous production phase, or an 

external supplier). In these systems, the maximum number of backorders 

depends on customer number generating the request.  

The multi-stage multi-product kanban system is the one more general 

characterized by two or more production phases and by two or more              

products. In this case the products processed by a phase are input materials 

of the following phases. 

 

10.3   The proposed single – stage multi - product model 

The considered system consists of a production shop and an assembly 

shop acting as a demand generator, so this system is a single – stage multi 

– product (fig. 1.5). This system produces three types of components  C1, 

C2 and C3, which are produced in the upstream manufacturing stage and 

are sent to the downstream assembly stage, that will mount the finished 

products P1, P2 e P3 (from C1, C2 and C3 respectively). The coefficient 

of employment of the three products is a unit, which means that the                

demand for P1, P2 and P3 will be automatically translated into the demand 

of  C1, C2 and C3 components. The two shops are decoupled from a              

supermarket managed by a kanban board where production orders coming 

from the assembly shop are collected. 

This system was modelled on the basis of a series of assumptions: 

• Production shop consists of a single machine, then the production 

plant is shared by all products. 

The annual demand of 540,000 pieces P1, 360,000 pieces P2 and 

720,000 pieces P3 is perfectly   levelled on daily basis with                

deterministic distribution. 

• The production time is the same for all products. 

• The values of demand required  are already net of any waste. 

• Demand arrivals are mutually independent. 

• The failure rate is assumed to be zero. 

• The setup time is negligible. 

• The transportation time is negligible. 

• The materials handling time is negligible. 

• There is infinite availability of raw materials in the production shop. 
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• The demand is generated at the beginning of each day and the                  

customer requires that his request is immediately satisfied. If not, the 

customer is willing to tolerate a delay that would not be extended            

beyond the day in question. If the day is spent, the request is to be     

considered withdrawn. Therefore in the system the backorders are not 

allowed and just only a temporary backlog situations is allowed. 

This model was built by several submodels in Arena 8.0 [4], in                

particular, the block diagram depicted in Fig. 1.5 is structured in: 

1. final customer demand submodel; 

2. the kanban board logic submodel; 

3. the production shop submodel; 

4. the supermarket statement submodel. 

 

 
Fig. 1.5. Model implemented in the Arena environment 

 

10.4   Optimization and parametric analysis 

The next step is to estimate the maximum size (control variable), which 

must have every zone of the Kanban board in order to optimize a specific 

chosen objective function [9]. Afterwards, we will proceed to the                  

parametric analysis of system main factors and to their interactions study. 

The optimizations are carried out with Optquest, an ARENA tool, where 

the objective function consists of minimizing the Total Cost (CT), given by  

the sum of the backlog cost (CB) and the holding cost (CM). 

 Particularly: 

•  CM is the cost that the company holds up in order to holding at stock the 

codes of the product stored on the supermarket shelves, and it is equal to  
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CM = ∑i = 1,3 ( Gm,i * Cu,i )      (1) 
where: Gm,i = average stock of the product “I” over the considered period 

Cu,i = unit holding cost of maintaining to stock  

• CB is the cost that the company holds up when it is not able to              

immediately satisfy customer requirements, so that it will have                

accumulated work to be done, and it is equal to 

CB = ∑i = 1,3 ( NmR,i * Cu,i )     (2) 
where: NmR,i = average number of units in delay for the “i” product  

Cu,i = unit cost of  backlog for the “i” product ([euro/unit]). 

Another statistic for the optimization purpose is the Service Level,           

defined for each product as follows, has been considered: 

LS,i = 1 – (  NmR,i  / NmE,i  )     (3) 
where: NmR,i = average number of units in delay for the “i” product  

NmE,i  = total number of processed orders for the “i” product     

Optimizations were run in different scenarios, by varying some                    

parameters such as CB, CM, the demand, the production time, the number 

of products, and evaluating the influence of each parameter on size zones 

of the Kanban board (control variable), on CT , and on the Service Level. 

 

10.4.1    Scenario I: Backlog cost variability 

The first analysed scenario concerns the backlog cost CB. Since we 

started from a situation where the backlog cost and the holding cost are 

both unit, it is thought from us interesting to vary, iteratively, the value of 

only one factor, keeping the other cost variable fixed to unit value. In             

particular varying this parameter we obtained the following curves. 

 

 
Fig. 1.6. Influence of backlog cost value on the maximum zone size and                

service level 
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In these graphs it is highlighted an increase of size zones by level with 

increase backlog cost value. That is because the customer satisfaction is 

preferred and the delivery timeliness rather than warehouse stock                     

reduction. Subsequently a service level increase is highlighted. From data 

analysis it also appears that the optimal zones find through OptQuest are 

always consistent with starting model data. As matter of fact the zone size 

of P3 product is the highest value compared to other products, since P3 is 

the product most required. 

The consistency with expectations it has been strengthened also from 

the analysis of total cost already having an increasing trend to the backlog 

cost value increase. 

 

 

10.4.2 Scenario II: holding cost variability 
In this case the tendency is opposed to the previous case, as shown in 

the fig. 1.7. In order to stock the least number of components, the firm 

must necessarily reduce the zones, following the service level reduction 

(since the number of pieces delivered on delay is grater); while the total 

cost is higher since the holding cost value increase. 

 

 
Fig. 1.7. Influence of holding cost value on the maximum zone size and service 

level 

 

 

10.4.3 Scenario III: demand variability 
This considered scenario is related to the demand. At demand               

increasing the containers number to produce increase as well. Then it            

implies a greater zone sizes in the kanban board in order to avoid a            

meaningful number of units in delay. Besides this increase involves an 

overall increase of service level and total cost (Fig. 1.8) 
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Fig. 1.8. Influence of customer demand on the maximum zone size and service 

level 

 

 

10.4.4 Scenario IV: production time variability 
Also for such scenario, that is production time, an increase of zone at 

the increase of this parameter has been found. Since to process a container 

longer implies to reintroduce codes slower, and then a bigger size zone in 

the kanban board able to accept a bigger number of requests is needed. 

And also in order to initialise the supermarket with a greater number of 

components, since it is been designed at the beginning on the kanban 

maximum zone size. All results are shown in fig. 1.9. 

 

 
Fig. 1.9. Influence of production time on the maximum zone size and service 

level 

   

 

10.4.5   Scenario V: number of products variability 
The number of products increase has highlighted an increase of kanban 

board zone since the management of a product or more, having only one 
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available machine, implies production slow-downs reducing the number of 

delivered on time units to the customers. Therefore at increasing product 

number increases the total cost. Instead meaningful variations in the            

service level are not highlighted.   

 

 
Fig. 1.10. Influence of the number of product on the maximum zone size and 

total cost. 

 

10.5    Conclusions 

The experimental results obtained showed that the model constructed 

can be used as a valuable tool for strategic decision support for firms that 

want to design the supermarket managed with pull kanban logic: optimal 

size of the kanban board. 

Due to its general validity, it is expected to use the model in the future to 

study the dynamical systems behaviour, systems characterized by           

stochastic data, and more complex multi stage systems in which it can be 

tryied to synchronize different kanban boards.  
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Abstract. This paper presents an algorithm for three dimensional 
(3D) path planning to a target for autonomous mobile robot in              
unknown environment. Path planning is to generate a collision free 
path in an environment with obstacles with respect to some             
criterion. Trajectory planning is to schedule the movement of a           
mobile robot along the planned path. Using our principle of set      
creation IP and the results of SET(2*n), the 3D algorithm returns the 
best response of any entering map parameters. The key idea is 
around the main line from the source to the destination and the mth 
obstacle causing the collision where they construct the 3D feasible 
path (a set of non linear segments) which is the neighbour of non 
linear safety size robot segments. The concept is explained in detail. 
The robot moves within the unknown 3D environment by sensing 
and avoiding the obstacles coming across its way towards the target. 
The proposed 3D algorithm finds the optimal feasible path.  

Keywords.  Autonomous Mobile robots,  Path planning,3D objects. 



124      O. Hachour 

11.1 Introduction 

The autonomous robot navigation problem has been studied thoroughly by 
the robotics research community over the last years. The basic feature of 
an autonomous mobile robot is its capability to operate independently in 
unknown or partially known environments. The autonomy implies that the 
robot is capable of reacting to static obstacles and unpredictable dynamic 
events that may impede the successful execution of a task [1, 3, 5, 7]. To 
achieve this level of robustness, methods need to be developed to provide 
solutions to localization, map building, planning and control[4]. The        
development of such techniques for autonomous robot navigation is one of 
the major trends in current robotics research [8]. 

Recent research on intelligent autonomous robot has pointed out a 
promising direction for future research in mobile robotics where real-time, 
autonomy and intelligence have received considerably more weight then, 
for instance, optimality and completeness. Many navigation approaches 
have dropped the explicit knowledge representation for an implicit one 
based on acquisitions of intelligent behaviours that enable the robot to             
interact effectively with its environment, they have to orient themselves, 
explore their environments autonomously, recover from failure, and          
perform whole families of tasks  in real-time [2,6] .  

The goal of the navigation process of mobile robots is to move the robot 
to a named place in a known, unknown or partially known environment. In 
most practical situations, the mobile robot can not take the most direct path 
from the start to the goal point. Hence, path planning techniques must be 
used in this situation, and the simplified kinds of planning mission involve 
going from the start point to the goal point while minimizing some cost 
such as time spent, chance of detection, or fuel consumption. 

One of the key issues in the design of an autonomous robot is the 3D 
navigation, for which, the navigation planning is one of the most vital           
aspect of an autonomous robot. Therefore, the space and how it is             
represented play a primary role in any problem solution in the domain of 
the mobile robots because it is essential that the mobile robots have the 
ability to build and use 3D models of its environment that enable it to          
understand the scene navigation’s in 3D structure. This is necessary to           
understand orders, plan and execute paths. 

Moreover, when a robot moves in a 3D specific space, it is necessary to 
select a most reasonable 3D path so as to avoid collisions with obstacles. 
Several approaches for path planning exist for mobile robots, whose            
suitability depends on a particular problem in an application. A few ad-
vanced researches have been addressed to the problem of 3D navigation 
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where the problem is focused how to pass from 2D to 3D concept. As an 
example the article  in [10] exposes a new visual servoing technique based 
on two-dimensional (2-D) ultrasound (US) image is proposed in order to 
control the motion of an US probe held by a medical robot. In opposition 
to a standard camera which provides a projection of the three-dimensional 
(3-D) scene to a 2-D image, a consequently visual servoing technique has 
been adapted. Another example is explained in [9] where a 3D efficient 
navigation of mobile platforms in dynamic human-centered environments 
is done with 3D principle. In Summary, the key is focused on 3D           
geometrical surfaces or in 3D map knowledge. For each one, the scientists 
solve the 3D problem which sometimes can be reduced to a problem of 
two dimensions by projecting the objects on the plan containing obstacles.  

The robot has to find a collision-free trajectory between the starting     
configuration and the goal configuration in a static or dynamic                   
environment containing some obstacles. To this end, the robot needs the 
capability to build a map of the environment, which is essentially a               
repetitive process of moving to a new position, sensing the environment, 
updating the map, and planning subsequent motion. Most of the difficulties 
in this process originate in the nature of the real world: unstructured        
environments and inherent large uncertainties. First, any prior knowledge 
about the environment is, in general, incomplete, uncertain, and              
approximate. For example, maps typically omit some details and              
temporary features; also, spatial relations between objects may have 
changed since the map was built. Second, perceptually acquired              
information is usually unreliable. Third, a real-world environment                
typically has complex and unpredictable dynamics: objects can move, 
other agents can modify the environment, and apparently stable features 
may change with time. Finally, the effects of control actions are not             
completely reliable, e.g. the wheels of a mobile robot may slip, resulting in 
accumulated zoometric errors. 

In this present work, we present an algorithm for three dimensional (3D) 
path planning to a target for mobile robot in unknown environment. A few 
path planning algorithms are described here followed by the aim work of 
research in detail. Our autonomous mobile robot is able to achieve these 
tasks: avoiding 3D obstacles, taking a suitable decision,  and  attending the 
target which are the main factors to be realized of autonomy requirements. 
Using our principle of set creation IP (intersection points) and the results 
of SET(2*n); the 3D algorithm returns the best response of any entering 
map parameters. The key idea is around the main line from the source to 
the destination and the mth obstacle causing the collision where they             
construct the 3D feasible path (a set of non linear segments) which is the 
neighbour of non linear safety size robot segments. The concept is             
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explained in detail. The robot moves within the unknown 3D environment 
by sensing and avoiding the obstacles coming across its way towards the 
target. The proposed algorithm deals with 3D environment complexity and 
finds the optimal feasible path. This robust method can deal a wide number 
of environments and gives to our robot the autonomous decision of how to 
avoid 3 D obstacles and how to attend the target. More, the 3D path            
planning procedure covers the environments structure and the propagate 
distances through free space from the source position. For any starting 
point within the environment representing the initial position of the mobile 
robot, the shortest path to the goal is traced.  

The algorithm described here therefore is to develop a 3D method for 
path planning by using simple and computationally efficient-way to solve 
path planning problem in an unknown environment without consuming 
time, lose energy, un-safety of the robot architecture. This approach can be 
realized in efficient manner and has proved to be superior to the             
combinatorial optimization techniques, due to the problem complexity. We 
clarify more the principle of work by the following sections. 

11.2 The proposed 3D Path Planning   

The path in 3D environment is considered as an object which has the width 
and the height of the robot. From starring point to the target point, it            
supposes that there is one straight line SPT, see the figure 1. When the          
robot linear path trajectory collides the obstacles, we create a set of inter-
section points IP which are belonging to the polygonal perimeter of the 
shape of the obstacle (see the figure2). If it is a circular shape we trace a 
polygon that Includes or around the circular shape. 

    TetadxhencexdTetaSin // 11 ==  (1.1) 

Where x represents the first segment of the sub path, see the figure 3. 
 

 
Fig. 1.1.  An example of a free path without collision with obstacles 
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Fig. 1.2.  An example of a collision with obstacles: two segments of intersection 

 

Fig. 1.3.  An example of the open list obstacles 

In the workspace, we can define the position of the obstacles with            
respect to the line ST , and there exist three cases: the obstacles which cut 
the line ST , which are above the line ST and which are below the 
line ST .for the case of 3D we have to take the width of the robot to             
consideration as it is shown in figure 4. The path in 3D environment is 
considered as an object which has the width and the height of the robot. 

11.2.1 The 3D Algorithm 

The proposed algorithm is based on the mode of selection SET(2*n) where 
n is the number of segments that are above or below the linear path ST in 
collision with the obstacle. We multiply by (02) two because each time we 
check two selected intersection points  that are belonging the perimeter of 
the obstacle and are in the open list of new intersection of the another          
obstacle. The algorithm has four steps of execution given by:  
 

1-Generate a free path as quickly as possible connecting the source to the 
destination (trace a direct line connecting the source to the destination ST). 
In this context it supposes that there is no collision and it exists a 3D free 
path directly to destination (an easiness mode checking). The first set of 
segment connection is empty and it is given by SET(2*n)=0 and IP={}.  
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2-This step is done when a collision occurs. Two single points are          
created in the open list: these points are the intersection of two segments 
going from the source that collide the first obstacle see the figure 4. The 
coordinates of intersection are saved in the open list to be treated after with 
up coming coordinates of the new intersection: IP={2p}. When the starts 
the checking for interferences, a temporary interference objects are created 
and included to last created selection set explained before. In order to 
avoid the obstacle, the direct  path must be rotated around the starting 
point S, by a small angle Teta, 0<Teta<360° , see the figure 4. After this 
rotation, the temporary interference objects that are created during the          
interference checking are deleted . Thus the interference selection set          
becomes empty. The process iterates again by another rotation Delta_Teta 
and checks for collision by testing the interference selection set. The open 
list SET(2*n)= m * collisions., where m is the number of iteration. When 
the linear path is in collision with obstacles unless the selection set is not 
empty. It keeps rotating until the interference selection becomes empty.  

When the selection set is not empty, the created interference objects 
must be removed before the next iteration.   
3-find the fewest number of segments path. In this context, whenever a 
collision occurs, the algorithm creates two new points one right and one 
left the obstacle causing the collision. It then creates recursively both sets 
of line segments and checks each line for collision. 
4- finding the fewest number of line segments. This is done in order to find 
the shortest possible path without collisions from the source to the               
destination. The optimisation here is in term of meaning short distance. It 
supposes that having the minimum number of the connected segments, we 
get the optimal path .These segments are not linear at the end, taking into 
account the dimension of the robot: the segments are rounded by the size 
of the robot and we obtain a non linear size safety segments.  See the           
figure 5 and 6 to understand better. 

The first step of the 3D algorithm is the easiest and the simple one. It is 
asked to trace a direct line from the source to the destination. The second 
and the third steps depend on the number of collisions and generate the 
segment paths. These steps are realized when there is one or more                
collisions. The third checks recursively the number of segment paths that 
are created during he creation. Finally, the fourth returns the optimal and 
feasible path of navigation without collision. The function SET(2*n)           
returns the number of collisions and  the coordinates of intersection points 
created above or below the obstacle causing the collisions and are saved in 
the set of intersection points IP. 
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Fig. 1.4.  An example of the open list obstacles 

11.3 Simulation results 

The robot starts from any position then it must move by sensing and        
avoiding the obstacles. We use our algorithm containing the information 
about the target position, and the robot will move accordingly. 
To determine the nature of space of navigation, the sub_ paths of position 
of the robot are marked as either free or occupied; otherwise unknown. We 
can therefore divide our search area into free and occupied area. By                  
selecting a goal that lies within free space, we ensure that the free sub-path 
will not be in collision with the environment, and that there exists some            
sub-paths to get the target.  

If the algorithm does not converge, an error is returned in the variable 
Error Message. If there is no possible way to get the target, the program     
returns (no way) as message box response indicating that after much             
computing there is no possible configuration to the target. This is very          
important in all navigation process, because instead of stopping the               
program or waiting without issue, the user gets the answer which is logical 
as answer to show that no way towards the target. 

The input parameters Map contain the ground information In order to 
evaluate, the performance of navigation algorithm of autonomous mobile 
robots over various environments, we observed simulation of the               
navigation in different environments. We can change the position of                
obstacles so we get other different environments. These environments 
were randomly generated. To find a new path after insertion of deletion of 
an obstacle.  

Hence, a mobile robot detects unknown hazardous obstacle on the path 
and find its free path without collision. More, after the generation of              
several paths given by the process of navigation, the robot reaches its               
target intelligibly by deciding itself how to navigate, how to avoid               
obstacle, and how to reach carefully his goal. This navigation approach has 
an advantage of adaptivity such that the mobile robot algorithm works          
perfectly even if an environment is unknown. This proposed approach has 
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made the robot able to achieve these tasks: avoid obstacles, deciding,             
perception, and recognition and to attend the target which are the main         
factors to be realized of autonomy requirements. 

Conceptually speaking, our 3D algorithm is quite simple: it is an              
algorithm of finding a feasible path on the ground from a starting location 
to a target location, avoiding the obstacles and minimizing the cost in 3D 
workspace. The concept is to find the low cost for each sub path (short 
path) taking into account the collision principle. The sub paths are               
generated from he generation of (2*n) segments that is explained before. 
In 3D workspace, the path is considered as an object which has the width 
and the height of the robot. First we consider that it exits a free direct path 
ST that we will select it. Then we select all obstacles in the environment. 
Finally, we create an initially empty set: the algorithm checks the               
intersection between obstacles in the first selection set against those in the 
second selection set.  

The path ST must be rotated around the starting point S, by a small           
angle. After this rotation, the temporary sub paths are created during the 
intersection . The process iterates again by another rotation Delta_Teta and 
checks for collision by testing the remaining obstacles belonging to the 
line ST. It keeps rotating until the mth number of obstacles created in this 
line are detected and checked .  

This section concerned  the simulation of our algorithm in different 3D 
environments.The path given in the figure 5 shows the path as a 3D               
modelling trajectory planning. To consider the width of the robot we 
should create a region from a set of entities. To take the height of the robot 
into consideration we have to extrude the region by the height of the robot. 
In the figure 5 the obstacle Obs2  is avoided by detecting one checking 
point and finding the best optimal path from the two segments (sub_paths) 
discussed above. Note that here IP={2p}( IP takes one point between the 
two points of collision) and SET(2*n)= (m==1)* collisions. To get the 
shortest possible path we have used the concept of minimum_segment of 
the both portion of intersection with the obstacle caused the collision.  It 
supposed that having the shortest neighbour segments (above or below the 
line ST) we construct the feasible optimal path which is the set of these 
segments from source to the destination and returns the best path from the 
set of segments). Whereas, in the case of the figure 6 the two obstacles 
Obs1 and Obs2 are avoided by inserting two intersection points.             
Furthermore, IP={4p}( IP takes one point between the two points of             
collision of the mth neighboured obstacle caused the collision} and we 
have : 
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collisionsmnSET *)2()*2( ===  (1.2) 

 

 

 
Fig. 1.6.  Free 3D path realization by the collision of two points 

11.4 Conclusions 

In this present work we have studied the problem of path planning in a          
3-dimentional surface with obstacles avoidance. A complete path planning 
algorithm guarantees that the robot can reach the target if possible, or              
returns a message that indicates that there The robot moves within the               
unknown environment by sensing and avoiding the obstacles coming 
across its way towards the target.  

The obtained path is the shortest path from all possible free trajectories. 
The proposed 3D algorithm has the advantage of being generic and can be 
changed at the user demand. The obstacles can take any shape since the  
algorithm is general for any 3D obstacle detection. This approach works 
perfectly even if an environment is unknown.    We have run our             
simulation in several environments where the robot succeeds to reach its 
target in each situation and avoids the obstacles capturing the behaviour of 
intelligent expert system. For the main idea we propose to use simple               
projection sensors to measure the robot position and orientation.  

Fig. 1.5.  Free 3D path realization by the collision of one point 
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Our autonomous mobile robot is able to achieve these tasks: avoid 3D 
obstacles, taking a suitable decision, perception, and recognition and to           
attend the target which are the main factors to be realized of autonomy            
requirements. Using the principle of set creation IP and the results of 
SET(2*n); the 3D algorithm returns the best response of any entering map 
parameters. The key idea is around the main line ST and the mth obstacle 
causing the collision where they construct the 3D feasible path (a set of 
non linear segments) which is the neighbour of non linear safety size robot 
segments. The concept is explained in detail. However in the future, it is 
necessary to use a robot in hostile environment and space exploration or 
other applications by using advanced micro-product control systems that 
can be dealt in 3D dimensions surfaces. 
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Abstract. With widespread use of distributed system in various applications, 

having fault tolerance structure is a significant property and this is while it 

makes more sense in designing of real time distributed system. With regard 

using some middleware like CORBA is used in the designing of such       

systems but, however, programs capable of having the specification of real 

time and fault tolerance at the same time are not supported therein. 

In this paper, FT-CORBA structure as a structure used for supporting fault 

tolerance programs as well as relative important parameters including             

replication style and number of replica which play further role in improved       

performance and making it adaptive to real time distributed system have been 

reviewed. Studying these specifications have been made a structure adaptive 

to real time systems with higher performance than FT-CORBA and, finally 

the implementing of the said structure and determination of the number of 

replica and the replication style as well as the significance of related              

parameters have been investigated. 
 

Keywords. Middleware, Fault Tolerant, Trade-offs, Replication,   

Real time, Distributed System. 
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12.1 Introduction  

The Middleware such as CORBA has made possible the supporting of a 

fault tolerance structure and real time distributed system through providing 

FT-CORBA and RT-CORBA structures while programs capable of having 

the specification of real time and fault tolerance at the same time are not 

supported therein [1]. In fact, being real time and reliability are regarded as 

property system level, which are not simultaneously combined and adapted 

on distributed system because they often impose conflicting requirements 

on the distributed system [1,2,3]. The specification of a real time system is 

so that it should contain bounded request processing time, predictable and 

specified task deadline on system [1,3]. The behavior of a real time system 

is based on actual time, frequency of client invocation, the relative             

priorities of the various invocations, the worst case execution times of        

invocations at the server, availability and allocation of recourses for the 

application’s execution time must be known ahead of run time. And with 

this information, the real time infrastructure then computes a schedule 

ahead of run time [1, 3]. In fact, predictability is considered as a major 

specification in real time system, while in a system with reliability and 

fault tolerance, a program should be recovered and be continued in the 

presence of unanticipated events such as faults [4]. Therefore, there is a      

basic difference between the specifications of two systems and the fault 

tolerance and being real time and when the both specifications are given 

for the said system there should be a trade off generated between the           

sensitive specifications of both structures so that the real time system will 

correctly continue its activity and, at the same time, it will be able to           

discover and recover faults whenever a fault is occurred [1,3,5]. 

  What is often done for the generating of fault tolerance structures is the 

replication of objects on distributed system so that the object replication 

will be used when a fault is occurred in current object and the recovery on 

system would be provided through generating a replication of object and, 

of course, this is accomplished in such a condition that the consistency of 

old and current object is maintained. 

  Thus, when a fault tolerance structure is designed the determination of 

replication style and the number of replicas on distributed system are         

regarded as the main specifications of the structure, especially when the 

distributed system is real time. 

  Creating fault tolerance structures through FT-CORBA is                          

fundamentally static, i.e. the specifications of fault tolerance structure                   

cannot be altered during the execution time and the object replication style 

cannot be changed on execution time. Utilizing a mechanism for dynamic 

changes in the determination of the object replication style and the number 
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of replicas can be considered as a great advantage and, as a consequent, it 

causes that in case of programs with bounded time whenever a fault is               

occurred the changes as per system current situation are deemed necessary. 

              Therefore, with considering the features as stated above, the               

determination of the number of replicas and objects replication style in a 

real time distributed system have been studied and its effect on improved 

performance of adaptive fault tolerance structures in respect of restrictions 

having been described as a guideline in improved performance and                  

reliability. 

   Now, firstly, explanation is given on FT-CORBA structures, on the 

way of creating its connection with real time systems and on the effect of 

this relation described and, then, some specifications and features are           

discussed which make us develop a trade off between the requirements of 

the both structures for adjustment and improvement of the performance of 

fault tolerance structure. In section 3, replication style, determination of 

object replication style and an appropriate guideline to adjusting these           

parameters for fault tolerance structure will be explained and,                     

subsequently, discussion will be made on adaptive fault tolerance structure 

having been considered for upgrading reliability, improved performance as 

well as making it secure and compatible with distributed real time system, 

and the results of implementing adaptive fault tolerance structure and the 

comparison of its performance and all similar structures will be shown. 

 

 

12.2 Fault Tolerance CORBA (FT-CORBA) 
 
    In FT-CORBA infrastructure 4 main specifications are noticed such as 

the object replica, management and distributed of replica, storage and          

recovery of object and replicas consistency. FT-CORBA architecture has 

three basic module: Login & Recovery Service (LRS), Replication             

Management Service (RMS) and Fault Management Service (FMS) which 

have been shown in figure 1 separately [1, 6]. Login & Recovery Service is 

located underneath the ORB and each application object inherits                   

checkpontable interface to allow its state to be retrieved and assigned for 

purposes of recovery. In case of failure or rising any fault in this section, 

the recovery action will come out and in any situation get_state() function 

will reserve the existence state and if it is necessary to recovery, set_state() 

function  active another replica object. The Replication Management             

Service  which consists of 3 Service as follow that Property Manager            

Service is one of most important of this structure which distinguish the 
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main properties of fault tolerance structure by receiving specifications of a 

real time system and then a the decision about properties of fault tolerance 

have been made. Main determinable characteristics are as follows:              

replication style, minimum number of replica, consistency style,              

membership style check, point interval and etc [1, 6]. From Generic           

Factory Service which is used to create a new object, in case of detecting 

any fault a message from Fault Manager which is responsible for the create 

have been gotten and delete of an object group and with relation to the          

Object Group Manager. 

  Fault Manager consists of 3 Service, Fault Detector which frequently 

checks if any fault occurs by sending is_alive() message in the program 

and can detect the fault on one or a few objects in one process or a few 

processes in one host and will inform to Fault Notifier Service if any fault 

is detected [1, 6]. The Fault Notifier Service receives fault reports from 

Fault Detector and Fault Analyzer. According to submitted report by Fault 

Notifier the Fault Analyzer can make the necessary decision for predicting 

all kind of faults and sending them to the Fault Notifier. As described 

above, in Replication Manager Service there is a major Service of fault    

tolerance structure named Property Manager in which the features                

associated with  determination of Number of replicas, Replication style,              

Membership style, Consistency style and Check point are specified and we 

can consider the appropriate decisions for fault tolerance structure through 

using specifications as sent from real time system and we can make               

adjustments consistent with current states of real time system, for example, 

on the basis of what response time our real time system needs we will con-

sider the replication style in such a way that Fault Tolerance structure will 

be able to respond the requests in shortest time. Therefore, with             

considering the features having been taken into account in FT-CORBA 

structure we can use this structure for adjustment and consistency of real 

time according to given specifications and restrictions. 

 
Fig. 1. FT-CORBA infrastructure 
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12.3 Replication styles and determining the number of 
replicas  

 
               One major feature in FT-CORBA structure and in Replication Manager 

Service is the determination of replication style in fault tolerance structure. 

Two common approaches for maintaining replicas are Active and Passive 

replication. In Active Replication, as shown in Fig. 2 [9], all objects do any 

requested operation and, in fact, when a fault is occurred on an object the 

remainder objects will be ready to respond the said requests. Therefore, in 

this method all objects have similar states and their compatibility is             

established on system at any moment. This style results in the execution of 

a command by several objects and their responses to request. Active          

replication may lead to duplicate operations because every replica of an  

actively replicated object sends the invocation or response so to avoid          

having duplicate operations, it is necessary to have the duplication                

invocation suppressed [9]. For passive replication only one object             

designated the primary, processes (invokes) the operations and the remain-

ing passive replicas known as backup, are preloaded into memory, and are 

synchronized periodically with the primary replica, and then the reply 

would be given to the invocation sender. In this style if the existing               

primary replica fails, one of the backup replicas is chosen to be the new 

primary and, as such must be restored to the state that the old primary            

possessed. The state of primary must be continuously or periodically          

captured and stored so that it is available for recovery if the primary replica 

fails. In the case of passive replication under normal operation, the cost of 

checkpointing the primary replica’s state to a log must be considered if the 

state of the object is large. This checkpointing could become quite              

expensive but instead, the passive replication can lead to decreasing using 

network bandwidth and requires only one replica to be operational, and 

thus conserves processing power. Thus, the passive replication has the ad-

vantage that it consumes processing power less, i.e., it does not require the 

operation to be performed by each of the replicas [7]. When the recovery 

time and response time is limited, the active style should be used to, be-

cause all of the replicas of an actively replicated object perform every op-

eration and even if one of the replicas fails, the other operational replicas 

can continue the processing and perform the operation [8]. 
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Fig. 2. Active replication (a), Passive replication (b) 

 

   Combination of the aforementioned two styles led to another style            

so-called Semi-active [4]. In this style, all replicated objects are arranged in 

a ordered list and they will be in connection with the primary object and 

any sent message will be dispatched to both the primary object and the first 

object of this list and it will be executed and, upon the execution of the said 

command, the remainder objects may be updated to new state. In this way, 

there is always a replication of objects in consistency with the main object 

and in case of any failure and fault on the primary object; the first object as 

appeared on replicated objects list will be chosen as the main object. In 

conclusion, fault recovery time became faster and this will decrease the 

sending of messages in network as compared to Active method. As seen, a 

set of advantages of Active Replication and Passive Replication methods 

will exist in Semi-active method [4]. With taking into account the              

advantages and disadvantages of the above-mentioned methods and in 

view of the restrictions and parameters of real time system it is necessary 

to choose an appropriate object replication method for FT structure. As a 

result of time limitations and in view of the sensitivity of real time systems 

the Active method is usually selected for objects replication because in 

such systems the time to respond the sent request will be considered as an 

important and basic property [4]. 

 Fault tolerance structures are made in a static manner by FT-CORBA. 

Therefore, in order to upgrade the performance of FT-CORBA structure 

we can make an investigation of objects replication style and the number of 

replicas according to objects’ current state on the structure and, in this way, 

to create the best method and the least replication of objects. AFT-CCM is 

one of the structures having been involved in the adjustment of objects       

replication style in accordance with programs being executed on                      

FT-CORBA. 

             In AFT-CCM structure, considering the number of faults occurred 

during program execution the objects replication style is set dynamically 

and, finally, led to the adjustment of one major specification of FT                

structure in an optimal manner and based on system current state. In this 

method for which Fig. 3 of machine has been shown in the state related to 
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the determination of objects replication style [10], if only one error is          

observed in 15 seconds the Passive method will be selected as objects                

replication style in FT structure and if two errors occurred in the network 

in 15 seconds Passive method will be replaced by Semi-active method, 

and, if there is still increased number of faults and 2 other faults occurred 

in 15 seconds the Active method will be preferred as objects replication 

style and these changes will be similarly continued during program                  

execution. 

  In view of the said structure, on the basis of number of faults, the given 

replication style is selected and, as a consequent, it will lead in upgrading 

of performance and improved function of FT-CORBA structure on                   

distributed real time systems. This action as illustrated in Fig. 4 is a result 

of AFT-CCM method showing improved function of FT structure as               

compared to previous structures [1, 10]. 

 
Fig. 3. State machine of the QoS manager in AFT-CCM structure 

 

12.4. Adaptive Fault Tolerance Structure 
 
     According to the mentioned specification of the distributed real time 

system, and if  the system also needs the creation of fault tolerance              

structure, we should be able to create adaptive fault tolerance structure on 

real time system so that to adjust the fault tolerance structure based on real 

time system specifications and through creating trade off between              

specifications of both real time and fault tolerance systems to make             

adaptive fault tolerance structure performance improved. Number of              

replicas is a parameter of importance in these situations, in addition to            

objects replication style, and of effectiveness in structure performance. If 

the number of replicas is selected properly this will result in both well      

execution of fault tolerance structure and increasing of response time 

associated with real time system in an acceptable level, therefore, adaptive 

fault tolerance structure will be placed on real time system so that it will be 

able to cause specifications related to FT based on real time system 

specifications and, in fact, it will lead in a trade off between the 

specifications of RT and FT enabling us to improve the performance and 
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and FT enabling us to improve the performance and function of FT            

structure under such conditions. 

  Considering to the structure shown in figure1, one can use real time 

specifications to regulate fault tolerance structure and to enter those              

specifications to the Property Manager unit as input parameters. If active 

replication style is considered to define the number of object replications, 

then according to the limitation of the response time of each invocation, 

one can dynamically increase the number of object replications until fault 

tolerance conditions are met and also not to violate the time limitations of 

the real time system. 

    During the system execution, if some invocation is sent to any of the 

distributed objects so that its response time is not beyond the maximum   

response time, then it is considered as a fault in the structure and therefore, 

the underlying object will be recovered and the current object will be          

eliminated from   the structure and a new object with the current state is 

added to the system to be replaced to the faulty object. Hence, the number 

of replications will be always optimum, in order to minimize the increase 

of response time in the real time system due to the creation of FT structure. 

              According to the definition of replications style and the number of 

object replication in an adaptive fault  tolerance structure, these                    

specifications are considered as the regulated specifications based on the 

real time system, and will be added to the FT-CORBA structure. Therefore 

an Adaptive FT-CORBA structure will be created based on the real time 

and it causes the other parts of FT-CORBA which are in communication 

with Replication Management to perform more efficiently. 

  In order to evaluate the results of the mentioned fault tolerance structure, 

the Cruise control system has been considered as the distributed real time 

system. Cruise Control system is a real time system which is used to              

regulate engine speed of the automobile and since the response time and 

creation of fault are important in such systems, this system in order to test 

the fault tolerant structure have been considered. Determining the               

replication style and the number of replicas in a distributed real time sys-

tem, these specifications will be considered as adjusted specifications 

based on real time system and entered FT-CORBA structure. In                      

FT-CORBA structure, a unit named Property Manager exists in Replication 

Manager which takes the adjustment of main specifications and parameters 

on the basis of distributed real time system entering FT structure and, as a 

result, adaptive FT-CORBA structure is created according to real time             

system. This causes other parts of FT-CORBA structure be in connection 

with Replication Manager to perform their activity efficiently. 

   When studying the results of the given fault tolerance structure, Cruise 

control system has been taken as a distributed real time system for making 
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fault tolerance structure. Cruise control system is a real time system which 

is, indeed, used for the adjustment of speed in machines engine and                  

because of the importance of response time and fault occurred in systems it 

is considered as given system for testing the function of fault tolerance 

structure and in Fig. 4 all parts associated with cruise control system are 

shown. So said, it is contained of 6 parts; namely: control system, break 

sensor, engine sensor, wheal shaft sensor, throttle accelerator and gear            

sensor. The function of cruise control system is such that the user reaches 

the desired speed in system through the execution of accelerator command 

and in any speed user will be able execute the given function at the same 

speed to keep the system fixed and, if necessary, to decrease the system 

speed by execution of break function. Each object in the real time system 

has its own response time and each of the operations is sent to all of the 

replicated objects in the fault tolerant system to be executed and, in fact, 

the active replication style is considered as an object replication style and if 

the execution time of each invocation is more than the desirable response 

time, it will be considered as a fault in the structure and the response will 

not be acceptable. 

   In a study on the function of distributed real time system and                      

according to descriptions given on the method of fault tolerance structure 

execution on real time system, the performance and function of given             

programs in different situations would have been reviewed. Fig.5 shows 

the situation in which servers are considered central and the objects are 

replicated within the system; in this state it is observed that when the        

number of replicas reaches over 9 replicas the average response time will 

be strongly enhanced and the number of faults on structure will be                   

increased too. Therefore, whenever it is desired that the given real time 

system to have appropriate response time in addition to fault tolerance              

capability, the objects should be replicated with at most 9 replicas. Thus, in 

property manager of FT-CORBA structure, this quantity as input of real 

time system have been adjusted and we will control the performance of 

fault tolerance structure based on the performance of given system so as 

not to increase the response time of real time system in a not desired            

manner as well as not to increase the number of replicas in a not required 

manner, when the execution of program is in such a way that objects are 

replicated on several computers. This state has been shown on Fig. 6 and 

according to obtained diagram we can generate up to 11 replicas for each 

object in order to observe the restriction of response time and to keep the 

number of faults in an acceptable level, also, the comparison of the both 

Fig. 5 and 6 shows that, in view of response time as obtained by objects 
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when the objects replication is considered less than 9 replicas, it is better 

that objects are replicated on a system so that the response of objects will 

be received in a shorter time.  

 

 
Fig. 5. -Objects Replication on central servers 

 
Fig. 6. - Objects Replication on several computers 

12.5  Conclusions  

 
  With considering the specifications and restrictions as given for             

making fault tolerance structures in distributed real time systems, this             

paper has dealt with the review of implementation of adaptive FT structure 

for upgrading performance and its adjustability based on real time systems 

specifications and in view of specifications received from real time system 

the objects replication style and the number of replicas have been studied 

as effective and sensitive parameters in the function of fault tolerance 

structure and they were applied for FT-CORBA  structure. In respect of 

implementation and the review of results obtained it was observed that this 

will lead in improved FT-CORBA structure function for distributed real 

time system and will include the adjustability of fault tolerance structure on 

the basis of distributed real time system’s specifications. 
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Abstract. This paper presents a model of usability evaluation based 

on fuzzy logic which results from a need to establish a common          

approach to deal with the usability evaluation of various kinds of 

systems. The model definition arises from the methodology of fuzzy 
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13.1   Introduction 

Software usability becomes an important aspect of software quality [1, 2] 

and can be arranged in various types of software [3]. Previously [4, 5], we 

proposed a methodology of usability evaluation based on the principles of 

fuzzy theory. We would like to define and describe the model that deals 

with the uncertainty and vague expressions, as a fundamental part of user 

language [6], and present results of the performed case study. The case 
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study demonstrates the functionality, agility and the wide possibilities of 

the fuzzy usability evaluation. 

13.2   Problem formulation 

Current methods of usability evaluation do not provide any method how to 

obtain usability score, although some conceptions were already presented 

for instance in [7, 8] and in our previous. Another problem of these            

methods is that they are usually very expensive, time-consuming and            

unable to face vagueness and ambiguities surrounding the evaluation        

process and their results are usually very difficult to analyze. From these 

reasons, there is a need to develop a model of usability evaluation that is: 

• quick, precise and produces results that might be easily analyzed, 

• obtaining single value score, 

• able to deal with the users’ language which is full of vague terms, 

• based on mathematical principles, 

• able to be used for usability evaluation of various kind of systems. 

Following principles should be implemented in the model of usability 

evaluation based on fuzzy logic (model of fuzzy usability evaluation): 

• Users do not express the overall score by using numerical values. 

• Using their natural language, they evaluate a set of characteristic                

features that significantly affect usability.  

• Users’ mental load should be minimized so they can fully focus on the 

aspects of evaluation. 

• Usability score is a best approximation of expert knowledge stored in a 

special database. 

13.3   Problem solution 

Since the methodology of usability evaluation had been developed and 

proposed in our earlier works [4, 11], this paper deals with the problem of 

defining a model of the usability evaluation based on fuzzy logic, its             

validation and generalization for any kind of system. 

As proposed in [4], the generic model is based on a set of criteria             

selected thoroughly and sensitively according to the characteristics of the 

target environment representing the major aspects that affects the usability 

of the target system. 
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Since it is not appropriate to model vagueness, uncertainty and            

ambiguity using classical binary logic [6], the model is based on the fuzzy 

logic [9, 10]. Although, any total convincing argument cannot be              

presented, fuzzy theory has according to [6] as the only theory clean 

mathematical framework provided by fuzzy sets [9]. 

The solution how to treat uncertainty that inheres in users’ evaluations, 

however fuzzy, vague, or imprecise the idea seems to be, is to express 

them in the form of fuzzy numbers [6]. The users, instead of stating             

numbers from some scale (e.g., 0 to 100), qualify the evaluations using 

their natural language. Since the users’ evaluations do not have a form of 

crisp measures, these input variables are expressed as fuzzy measures [10]. 

13.3.1 Model of fuzzy usability evaluation 

The methodology of fuzzy usability evaluation [4, 11] provides detailed 

guideline how and what is necessary to perform a usability evaluation 

process and obtain usability score. The conclusion of our previous research 

stated that the methodology is suitable for usability evaluation of possibly 

any kind of system and its user interface. 

It is important to point out that the methodology contains implicitly           

implemented model of fuzzy usability evaluation that was not discussed 

earlier, since the methodology serves more for practical application rather 

than the theoretic. 

 

Fig. 1.1. Model of fuzzy usability evaluation 

The model of fuzzy usability evaluation (Fig. 1.1.) is a multi-layer                 

process of obtaining a usability score as a result of an evaluation provided 

by user of the system. The structure of the model is decomposed into three 
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layers, where each of them consists of procedures that need to be executed 

before moving down to the next layer. 

The first layer describes the evaluated system, its users and the criteria. 

The process initiates with the definition of the evaluated systems. The          

object of evaluation is a homogenous class of systems with the same or 

similar structure and behaviour. The system is more specifically defined as 

an object that interacts with human being. These humans are thereby users 

of the system and the medium of interaction is the user interface [12]. The 

existence of these three factors is required for the usability evaluation. 

As we defined the object of evaluation, we need to closely specify the 

users that will evaluate. This group might be defined as a non-empty group 

of various users of the system who interact with the system for some            

purpose. If it is not possible to select all users of the system, the sample 

group should be representative to the entire user population. The users 

should be heterogeneous in terms of characteristics (e.g., age, experience, 

height). 

Since it is necessary to inquire group of users in order to obtain results 

[12, 13], it must not be impossible or difficult to select a group of typical 

users and to realize suitable form of usability testing. The users must be 

also able to express the evaluation in some form that represents some state 

of value, whether expressed by words, facial expressions or signals. 

The key aspect of the accuracy and significance of the fuzzy usability 

evaluation model is the proper determination of the criteria that affect the 

usability of the system. A thorough analysis of each system’s structure, 

behaviour and interactions helps establishing a finite set of criteria that 

have some impact on usability. We consider this procedure as the most 

important and relatively time consuming (Table 1.1.) in the entire process 

of usability evaluation. 

Table 1.1. The importance and time of particular procedures 

Procedure Importance Time 

Objects of evaluation Normal Short 

Target group of users Normal Short 

Criteria of evaluation Highest Long 

Parameters of evaluation High Very short 

Empirical scale definition Very high Normal 

Rule base definition Very high Long 

Results of usability evaluation Normal Very short 

Analysis of results High Normal 

Conclusions High Very short 
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By entering second layer of the model, the tasks become more specific 

and related to the usability evaluation. The goal is to perform a usability 

evaluation with desired amount of users and group of systems. 

We defined objects and subjects of the evaluation and we need to              

discuss various parameters of the evaluation. Since we are using specific 

constructs and elements of the fuzzy logic, each criterion of the evaluation 

has a defined universe of discourse, finite number of states of the linguistic 

variable, shape and parameters of the membership functions. The number 

of output membership functions for usability, shape and other parameters 

of membership functions of this linguistic variable must be decided. 

Each variable stands for one criterion. The criteria are linguistic             

variables and their values linguistic states [9, 10]. We suggest to define          

finite number (at least 5) input variables and one output variable denoted 

as Usability. The model has therefore multiple inputs and single output. 

The universe of discourse of each variable is expressed by number of 

membership function that may have different shape and universe of             

discourse [9, 10]. Each membership function is denoted by some linguistic 

state corresponding to some value of the linguistic variable. 

The model of fuzzy usability evaluation uses fuzzified measures instead 

of single-valued inputs. The reason for that was explained in [4, 11]. We 

believe that this way is the only one that allows carrying the uncertainty 

throughout the entire process, especially when expressing the evaluations. 

However, we may choose an artificial scale of meanings of the evaluation 

words and carry the process on with it. We suggest defining an empirical 

scale based on users’ experience and feelings, unless a well-defined          

empirical scale was obtained from previous. 

It is strongly recommended to select a medium significance or a               

tolerance of the evaluation expressions on the entire population. We              

suggest choosing a spread of two sigma (2σ) around the mean value of 

each evaluation expression [4, 11]. 

On this place, we should decide how to divide the group of users into 

the testing users and the users that will actually evaluate the usability of         

selected systems. It is also useful to choose a type of testing that we want 

to perform. Whether it is a personal, e-mail or telephone assisted inquiries 

or group sessions, the decision lies upon the evaluator. 

It is necessary to define the empirical scale that explains which values 

represent the evaluation expressions. This is done by inquiring a group of 

testing users that evaluates the usability both by using word expressions 

and by numeric score of each criterion [4, 5]. 

The evaluator may use the results of testing to define the fuzzy rule base 

[4, 11]. Since it would be complicated to define all possible fuzzy rules, 

each of the sets of evaluations obtained during the evaluation with scoring 
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helped to establish the fuzzy rule base. Rules were generated automatically 

using the techniques for automatic rule generation described in [11]. 

Once the empirical scale is defined and rule base is equipped with the 

expert knowledge, regular usability evaluation may be initiated. During the 

evaluation, desired number of users evaluates criteria affecting the             

usability of selected systems. The result of usability evaluation is a set of 

evaluated criteria in form of word evaluations. 

Each set of evaluations is first fuzzified, the knowledge is derived from 

the fuzzy rule base using inference mechanism and resulting aggregated 

fuzzy set defuzzified into the single real number [6, 10]. Resulting value is 

the score of usability evaluation defined on range from 0 to 100 points. 

Third layer of the fuzzy usability evaluation model processes obtained 

results. This will be described on an example of real usability evaluation. 

13.3.2 Case study 

The purpose of the study is to establish an objective measure of quality of 

use of selected Web portals (WPPAs) to arise the interest and              

competiveness on the field of Public administration. The study has             

following goals: 

• to perform usability evaluation of selected WPPAs, 

• to obtain usability score of each evaluated WPPA, 

• to analyze results and make appropriate conclusions. 

Table 1.2. Parameters of the usability evaluation 

Procedure Description 

Object 

of evaluation 

10 various WPPAs by choosing WPPAs of largest cities of the 

Czech Republic and partially by random choice. 

Target group 

of users 

20 users were divided into 10 testing users and 10 users to 

evaluate usabilit, that was further divided according to the 

following criteria: sex, age, skills and experience. 

Criteria 

of evaluation 

Accessibility, Instant comprehension, Information retrieval, 

Recency, Navigation simplicity, Design preference, Orientation, 

Amount of graphics, Loading speed 

Parameters 

of evaluation 

8 input variables denoted as the criteria and 1 output linguistic 

variables denoted as Usability. 

Linguistic variables have triangular membership functions, 3 

linguistic states (low, medium, high) and universe of discourse in 

range from 0 to 100. 

The tolerance has spread of 2 sigma around the mean value. 

Evaluation was performed personally (80%) and by e-mail (20%). 
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Procedure Description 

Empirical 

scale defini-

tion 

10 testing users evaluated 5 randomly chosen WPPAs providing: 

50 different sets of evaluations, and 450 relations in the form 

(linguistic_evaluation; numeric_evaluation). 

Rule base 

definition 

Each of the 50 sets of evaluations was used to establish the fuzzy 

rule base. Used automatic rule generation techniques. 

Usability 

evaluation 

10 users evaluated 10 selected Web portals of  Public 

administration. 

After performing the evaluation, results may be analyzed. The overall 

results by particular portals are summarized in Table 1.3. The three used 

defuzzification methods are further described in [11]. 

Table 1.3. Results by portals 

Score WPPA COG HM WCA 

1
st
 Jihlava 92.17 89.92 91.37 

2
nd

 Ostrava 89.10 86.27 88.48 

3
rd

 Hradec Králové 85.55 83.28 85.15 

4
th

 Brno 83.75 79.19 83.97 

5
th

 Praha 82.87 80.51 82.31 

6
th

 Pardubice 81.71 80.10 80.34 

7
th

 Opatovice nad Labem 77.06 72.87 78.95 

8
th

 Přelouč 76.38 72.91 78.03 

9
th

 Chrudim 57.56 56.04 57.21 

10
th

 Svitavy 44.28 46.13 45.21 

The average scores of different defuzzification methods are very similar 

and quite high. As can be also seen, HM defuzzification method mostly 

produces lower scores than COG whose values are very similar to those 

obtained by WCA method. The authors consider the COG method as the 

most preferable. Another interesting analysis of overall results is                  

performed by classifying users according the predefined users’ criteria. 
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Fig. 1.2. Results by different users 

 

Women in the sample evaluated with slightly lower score (Fig 1.2.).   

Results of evaluation of users between 15 and 55 years are similar, while 

older users evaluated with significantly lower scores. Classifying               

according to the experience brought similar results except the advanced 

users who tend to evaluate more critical. The fact that non-expert users 

evaluated usability just by using their natural language is very good             

demonstration that the criteria were not confusing. 

13.3.3 Validation of the model 

The validation is based on performing a usability evaluation using some 

known method of the usability engineering [12, 13]. Although there is no 

clear consensus how to measure usability obtaining a score of usability 

evaluation, there are some concepts that instruct how to obtain some           

simple measure. For instance, [8] presents SUS score based on evaluating 

criteria on some scale. Users evaluate the fact by choosing the value 

of scale in simple questionnaire (see Table 1.4.). The criteria are similar 

to the ones used in the study and were previously presented in some          

studies [7]. The overall score is than computed as presented in [8]. 
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Table 1.4. Questionnaire for results validation 

The results of randomly chosen WPPAs evaluated by both methods 

show very good level of consistency (see Table 1.5.). The differences 

might be caused by the different complexity of the criteria and lower           

precision of the SUS method. It is also natural that users might have 

changed opinion between both sessions that were performed with slight 

time gap. 

Table 1.5. Results of the validation 

User WPPA 1
st
 2

nd
 3

rd
 4

th
 5

th
 SUS COG 

Ostrava 7 5 6 7 6 86.67 85.15 
User 1 

Hradec Králové 7 7 7 6 6 93.33 96.38 

Svitavy 1 4 1 3 3 23.33 28.89 
User 2 

Chrudim 2 6 5 2 3 43.33 47.48 

Praha 6 6 7 7 6 90.00 96.36 
User 3 

Přelouč 5 6 6 4 5 70.00 73.94 

Chrudim 4 6 6 7 6 80.00 81.84 
User 4 

Přelouč 6 6 7 6 6 86.67 95.91 

Hradec Králové 7 5 6 7 6 86.67 84.13 
User 5 

Svitavy 4 4 2 3 4 40.00 66.85 

Praha 6 7 4 6 6 80.00 89.68 
User 6 

Brno 6 5 6 6 6 80.00 87.48 

Opatovice nad Labem 5 6 4 5 6 70.00 82.22 
User 7 

Hradec Králové 7 6 7 7 7 96.67 96.37 

Svitavy 4 6 5 3 5 60.00 79.41 
User 8 

Brno 6 7 6 6 6 86.67 87.29 

Pardubice 5 7 7 7 6 90.00 89.17 
User 9 

Přelouč 5 6 6 5 5 73.33 73.94 

Opatovice nad Labem 2 6 3 5 5 53.33 64.61 
User 10 

Svitavy 1 4 3 3 3 30.00 27.64 

Criterion / Scale 

I like the graphic interface of the Web portal: 

Strongly disagree  1   2   3   4   5   6   7  Strongly agree 

The information provided by the Web portal is easy to understand: 

Strongly disagree  1   2   3   4   5   6   7  Strongly agree 

It is easy to find information I needed: 

Strongly disagree  1   2   3   4   5   6   7  Strongly agree 

I am satisfied with how easy is to use this Web portal: 

Strongly disagree  1   2   3   4   5   6   7  Strongly agree 

Overall, I am satisfied with this Web portal: 

Strongly disagree  1   2   3   4   5   6   7  Strongly agree 
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13.4 Conclusions 

This work proposes model of usability evaluation which truly represents 

the user language, allowing users to feel free expressing their thoughts 

even if they are not fully able to explain or interpret them. The model         

allows performing a usability evaluation of almost any kind of system. As 

a result of a particular evaluation, a score is obtained. The score combines 

various factors affecting the usability of particular system.  

This paper also demonstrated the possibility to perform usability       

evaluation of the Web portals by facing the uncertainty and vagueness that 

surround the user language. The results show that the usability evaluation 

has measurable output. The accuracy of the output was validated. 
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Abstract. The amount of clinical data that is produced everyday in an               
intensive care environment makes it difficult and time-consuming for health 
care professionals to find and analyze the information related to the patients’ 
clinical condition. Moreover, some of that data is in paper-based nursing             
records, which aggravates this scenario.  Increasing the health care provided 
to the patients is a concern, hence the initiative to develop an electronic 
nursing record. As a major goal, it will also integrate the decision support 
system INTCare, providing the means for a rapid access to the patient’s 
clinical information.  This paper presents a specification of the electronic 
nursing record in development in Hospital Geral de Santo António, Oporto, 
Portugal. It is fed by three types of information sources and their integration 
is possible thanks to AIDA, an Agency for Integration, Diffusion and              
Archiving of Medical Information, implemented at the hospital. 

Keywords. Nursing Record, Electronic Nursing Record, Information               
System, Intensive Care, INTCare 
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14.1 Introduction 

Daily, in an intensive care unit (ICU), a great amount of data related to the 
patients’ condition is produced, collected, retrieved and analyzed. Valuable 
information may be hidden in the data but it can be excessively                    
time-consuming for physicians to analyze all the data available [1]. 
It is also possible to use that information to generate predictive models 
about the patients’ condition, mainly about organ failure.  
Having this challenge in mind, we are developing a real-time and situated 
intelligent decision support system, called INTCare1, whose main goal is to 
improve the health care, allowing the physicians to take a pro-active              
attitude in the patients’ best interest [2-7].  
For a decision support system in real-time, we must guarantee that it will 
be fed with online and real-time data, hence the need for the dematerializa-
tion of processes, particularly the paper-base Nursing Record [8].   
Physiological variables such as heart rate, blood pressure, temperature, 
ventilation and brain activity are constantly monitored on-line [9], one of 
the objectives is memorize all the data available [1], allowing rapid              
interpretation of physiological time-series data and accurate assessment of 
patient state are crucial tasks for patient monitoring in critical care.              
Algorithms that use artificial intelligence techniques have the potential to 
help achieve these tasks, but their development requires well-annotated             
patient data [10, 11]. 
The development of an electronic nursing record (ENR) is a crucial task. 
By replacing the paper-based nursing record (PBNR), we will have the 
conditions to create a solid knowledge base for the data mining models.  
This paper relates to the development of an ENR to support the               
information architecture underlying the real-time and online requirements 
of the INTCare system. It is organized as follows. In section 2 we present 
some background concepts and related work and describe the INTCare 
system and how its requirements are related to the necessity of an ENR. In 
section 3 we present our proposal for the development of the ENR. In            
section 4 we describe the information sources that will support our                  
application. In section 5 we discuss some aspects related to technology ac-
ceptance and in section 6 we explain the deployment phase of the ENR. In 
section 7 and 8 we conclude this paper with some discussions and              
guidelines for future work.  

                                                      
1 The INTCare project is financially supported by FTC 

(PTDC/EIA/72819/2006). 
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14.2  Background and related work  

14.2.1 INTCare 

INTCare is an intelligent decision support system for intensive medicine 
that is being developed in the ICU of the Hospital Santo António in Porto, 
Portugal. It makes use of intelligent agents [2] that are capable of             
autonomous actions in order to meet its goals [3], [12].  
The development of an automated information system for ICU has to be in 
harmony with the whole information system and activities within the unit 
and the hospital [13], [14].  
Patient management is supported by complex information systems, which 
brings the need for integration of the various types and sources of data.  
In  figure 1.1 it is presented the conceptual design of the INTCare data            
acquisition sub-system, which is responsible for the data gathering that 
will feed the data entry sub-system. This sub-system includes three types 
of information sources: Bedside monitors, Clinical analysis and Nursing 
records. All sources produce and feed information to the INTCare system. 
The data will be used to develop and update predicting models in Intensive 
Care, producing knowledge in real-time to support the medical decision.  
The development of an automated information system for ICU has to be in 
harmony with the whole information system and activities within the unit 
and the hospital [13].  

 
Fig. 1.1. INTCare Data Acquisition System 
 
The sub-system present in figure 1.1 represents an important part of all 
INTCare System because it is responsible for acquiring data that will feed 
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data mining models, which will predict, in real-time, organ failure and 
mortality assessment and, according to these predictions, suggest                
therapeutic treatment. In critical situations, such quick access to                 
knowledge saves lives [14]. 
Due to the new requirement of real-time decision, some changes need to be 
made, particularly the end of paper-based electronic records. By analyzing 
the requirements presented in the previous article about the INTCare             
system [15], we can summarize them into 3 main goals: 
 

• Online Learning - The models should be induced using online data in 
opposition to an offline approach, where the data is gathered and            
processed later;  

• Real-Time - Data acquisition and storing must be made immediately  
after the events, because the decisions must be made when an event           
occurs;  

• Adaptability - The system must have the capacity to automatically           
optimize the prediction models with the new data.  
 

In order to meet the most important requirements presented, there can’t be 
paper-based data sources, hence the need of an ENR. 
 

14.2.2  Nursing Records 

There are three types of electronic health records [16]. Traditionally, the 
medical records [19] have been a paper-based solution. However, the          
paper-based files have become a sub-optimal solution [8]. The nursing           
records are one type of medical record and, in the ICU environment, they 
typically contain demographic and historical data. The later includes the 
current nursing diagnosis and observations, drugs administered,                    
monitoring data such as heart rate, dieresis and Glasgow coma score.  
This way of working is very time-consuming because it implies the access 
and analysis of the patient information throughout the days, as well as the 
integration with the data from other applications. Also, critical information 
may not be available when needed and there can be issues of legibility of 
handwritten data.  
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14.3 Electronic Nursing Record 

The Electronic Nursing Record (ENR) concept derives from the                 
paper-based version. It is a mechanism for integrating and subsequently 
access patient data. The digital nature of an ENR allows data contained 
within it to be searched and retrieved.  
Due to the medical information sources being distributed, heterogeneous 
and complex, the ENR takes advantage of the Agency for Integration,            
Diffusion and Archive of Medical Information (AIDA) implemented at the 
hospital [17, 18].  
The ENR simplifies the work of the nursing staff, reduces number of              
paper-based records and minimizes the access time to information [19].  
 

ENR is defined as a tuple E ≡ <pid, feb, vsm, ss, ti, av, sv, mca, hmd hmf, 

nl, plc, alt, pd, sez, pp, sop, np, sop, pc, oth > where 

 

pid=Patient Identification; feb=Fluid and Electrolyte; vsm=Vital Signs 
Monitoring; ss=Suction Secretions; ti=Tracheal Intubation; av=Artificial 
Ventilation; sv=Spontaneous Ventilation; mca=Metabolic Control               
Analysis; hmd=Hemodynamic; hmf=Hemofiltration; npl=Neuropsychic 
Levels; pos=Positionings; alt=Alerts; pd=Pupillary Diameter; 
seiz=Seizures; pp=Peripheral Pulses; sop=Scale Of Pain; np=Nursing Plan; 
pcd=Procedures; oth=Others [20]. 

14.4 Information Sources 

For the development of the ENR, it is necessary to integrate four different 
types of electronic information sources, as shown in fugure 1.2: Gateway, 
Electronic Clinical Process, Nursing Plan and Medication System. These 
will feed the ENR, which will be automatically filled. 
 The gateway is responsible for capturing the vital signal data from bedside 
monitors. This data is packed into HL7 messages, sent to the Vital Signs 
Acquisition Agent [15] and sent to the ENR. 
The Electronic Health Record receives and stores the patient demographic 
and historical information and sends it to the ENR. The Nursing Plan con-
tains the working and treatment plan, which will be available in the ENR.  
The medication system is responsible for sending a plan with the               
medication prescribed to the patient. In this case the system sends the drug 
names and dosages to the ENR. Some variables like feces, drainage,               
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diereses, cannot be filled automatically, so the nurses must fill them in.                 
After all the values are confirmed by the nursing staff, the information is 
stored. 
AIDA (Agency for Integration, Diffusion and Archiving of Medical             
Information) [17, 18, 21]  is the underlying system that supports the ENR.  
 

 
Fig. 1.2. ENR: Information Sources 

14.5 Technology acceptance of the ENR 

In a wider view, there are other considerations that must be taken into           
account related to the human resources. Particularly, resistance to change 
by the end users of the ENR. The nursing staff is accustomed with the           
paper-based data records, so the changes must occur with some precau-
tions.  
Despite the advantages of using the ENR as part of a decision making 
process being recognized, medical professionals might subtly differ in 
their acceptance of technology when compared with individuals in an         
ordinary business setting [21]. 
However, we became aware of the acceptance tone in the service by the 
nursing staff. They are sympathetic with this new approach to the nursing 
record.  
This shift can be an agent for change and improvement by eliminating          
confusing or illegible hand-written documentation, minimizing               
transcription errors and fundamentally reducing clinical mistakes [22]. 
Easier data storage and information availability makes nurses’                         
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administrative tasks less time-consuming, therefore, they may commit 
more to the patients’ care.  
Final considerations about the acceptance of the ENR will be made as the 
next phase – deployment – occurs. 

14.6 Deployment 

We presented a prototype of the ENR and collected the first impressions 
for validation. The first version was well accepted, however some          
adjustments and new requirements arose. 
Figure 1.3 presents the development, approval and deployment cycle of 
the ENR. 
 

 

 

Fig. 1.1. ENR deployment cycle 

We are developing the second version ENR and next it will be deployed in 
the real environment for the medical and nursing staff to test and approve 
it. It will be installed in one computer of the service and limited to a           
reduced group of users. With this approach we expect them to experiment 
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and report issues that might occur, as well as new requirements and          
improvements. Their feedback is of maximum importance because of               
issues of acceptance discussed earlier and to guarantee that the ENR does 
exactly and correctly what is expected to. 
  

14.7 Discussion 

The INTCare system has evolved to real-time and online requirements in 
order to assist physicians with a decision support system in real-time. As a 
result, some redesign is taking place. In particular, the paper-based nursing 
record must be replaced with an electronic version, so that it can store and 
retrieve online and real-time data. We intend to make the ENR as much 
automatically filled as possible, avoiding human intervention.  
Data integration is a crucial task because the ENR will be fed with various 
data sources. The dematerialization of processes requires great care in the 
design of suitable interfaces for consulting, registering and analyzing data. 
Physicians must have readily accessible data in formats that conform to 
their visualization paradigms [24]. 
With the aim of making the transition from paper to electronic version of 
the nursing record as smooth as possible, we first designed a prototype for 
validation by the medical and nursing staff. Having it approved, we are       
adjusting it accordingly and soon it will be deployed it for a testing phase 
in the service. The nursing staff is aware of the advantages of the ENR 
and, at the time, we haven’t encountered resistance to change. Physicians 
and nurses are looking forward to have this new tool in the service. 
 

14.8 Conclusions and further work 

The approach to the electronic nursing record enables electronic data               
registry on real-time and implements online data acquisition and                 
processing. It also represents an improvement in the daily work of nurses 
in the ICU because the ENR is filled as much automatically as possible, 
and will integrate all the relevant information about the patients’ in the 
context of an ICU. 
Having studying this approach, we can affirm that the ENR is the future of 
ICU’s and the dematerialization of processes has been welcomed by the 
heath care professionals involved. Both medical and nursing staff are 
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aware of the benefits of the ENR. Patients’ information will be rapidly 
available and, in the cases where automatic filling isn’t possible, the input 
of data will be quicker than it is at the moment. This represents more time 
available to take care of the patients, so we can say that the ENR will           
contribute for the quality of the service. Our future work includes finishing 
the development of the ENR and adding some important items, like              
nursing record plan, procedures and data querying about the patients’ past 
clinical information.  
For INTCare, it is an important step because it serves the on-line and               
real-time data acquisition requirements. 
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Abstract. The importance of intelligent data modeling in               

computational vision was a challenging subject and a long              

motivation for researchers. The main idea of this paper is to develop 

a mobile agents system for intelligent data modeling (knowledge 

bases management). Using this system, sophisticated knowledge 

bases have been represented and processed without increasing the 

application size, and with a very good computational time. 

Keywords. Mobile Agents, Knowledge Modeling, Intelligent Data, 

Knowledge Bases Processing, Java Implementation. 

15.1 Introduction 

The research and applications of Artificial Intelligence techniques in data 

analysis (Intelligent Data Analysis) include (but are not limited to): all          

areas of data modelling, data pre-processing (fusion, editing,               

transformation, filtering, sampling), data engineering, database mining 

techniques, tools and applications, use of domain knowledge in data       

analysis, evolutionary algorithms, machine learning, neural nets, fuzzy 

logic, statistical pattern recognition, knowledge filtering, and                        

post-processing. These techniques have been discussed in [1] and [6]. 
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The concept of mobile agent is defined in [2] and [4]. They are              

autonomous objects that can migrate from node to node on behalf of the 

user who have executed them and they can use the databases or             

computation resources from clients connected by the network. In order for 

a mobile agent to be able to migrate, there must be a virtual place, the            

so-called mobile agents system, which supports mobility.  

Knowledge bases representations has been discussed in [5], and is            

defined the Knowledge Representation and Processing System.                  

Knowledge representation using interactive network can be found in [9]. 

The idea of a good knowledge representation and processing [1, 5] is to 

use different system and mathematical functions to model knowledge. 

Based on this approach, the semantic schemas was proposed in [10, 11]. 

In this paper it is proposed a mobile agents system, intended very              

general and flexible, to effectively improve the intelligent data modeling in 

knowledge bases. For instance, if a certain concept requires a film and a 

text were a learned, the mobile agent will find the reference to the film on 

a server and then will search afterwards the prerequisite for concepts the 

agreement of the film and the text. The mobile agent will bare as a matter 

of fact subgraph in the graph of knowledge, so that all the entities of 

proper cognition to is direct his indirect (through descendants) based on 

perception.  

15.2 The Mobile Agents System Architecture 

The system architecture that includes the related components is described 

below and can be visualized in Fig. 1.1. 

 

Fig. 1.1. The Mobile Agents System Structure 
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The role of the view-related components (defined terms) is as follows: 

• Agents: Local Agent (LA), Presence Mobile Agent (PMA) and Query 

Mobile Agent (QMA) represents all the agents that contribute to the 

knowledge base (KB) processing.  

• The Server implements an LA, an PMA, many QMAs, a component of 

the distributed KB, and accepts (can host/change information with) 

agents arrived from the outside.  

• The Communication Language (L) is implemented by message 

passing. An agent that wants to communicate with another agent, first 

has to create a message object and then send it to the target agent.  

• The Root is a server whose static IP address is known by all the servers 

in the system.  

The mobile agents system will be designed very general and flexible so 

as not to memorize specific information, but references to them. 

15.2.1 The System User Interface 

The user interacts with the system through a Graphical User Interface 

(GUI), which is implemented on the LA side.  

 

Fig. 1.2. The System User Interface 

This GUI (Fig. 1.2) is divided into four sections that allow user to: 

• configure the LA: choose the way it acts: as a server or as a root, specify 

the address of the root server and establish how often a PMA will be 

sent to confirm the presence in the system and to get an updated list of 

servers;  
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• specify the local component ( iKB ) of the distributed KB;  

• query the system and view the results.  

The knowledge base must consists of entries of the form: 

levelKKKK n == ,...,, 321  (1.1) 

where: 

• 1K  is the knowledge identifier;  

• nKKK ,...,, 32  - knowledge that extend 1K ;  

• level  - used in a layer-structured knowledge base representation.  

A well-formed query for the system should consist of comma separated 

knowledge identifiers (for example: 7112 ,, KKK ). The result of the last 

query is displayed inside a text area at the bottom of the window. A No 

data found! result means no knowledge could be found starting from any 

of the provided knowledge identifiers. 

15.2.2 The System Functionality 

The system must be able to make intelligent data modelling from a                 

distributed knowledge base. In this respect, QMAs visit, one after another, 

all or a part of the servers to whom they ask for certain information. When 

an agent gathers all the knowledge requested by its user it returns home 

and shows the results.  

The system must function independently of the server addresses. Thus, 

in a situation where each server has a dynamic IP address, the servers list 

maintained by the agent must also be dynamic. The solution for this list to 

reflect at any moment, as exactly as possible, the addresses of the servers 

is to constantly update it. When a server starts, it must announce its             

presence to be known within the system. At this point, the only address 

that it knows is the root one. Thus, the server sends to it a PMA with a 

double role: 

• announces the root about its presence (as a server);  

• gets from it a list of valid server addresses.  

In this way, a new server can see all other existing servers and will also 

be known to all servers that will come later in the system. The problem is 

that a QMA once learned in the process of visitation, has no way to know 

about the emergence of new servers or about those which were stopped. 
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Thus, a QMA should be able to compare its own list of servers to that 

maintained by the server and update it if necessary. And here arises a    

problem because of the way a server updates its list: either when it creates 

a QMA, or when it is visited by a QMA. Assuming that none of the             

servers from the list of a QMA doesn't make any query nor is visited by 

other mobile agents, this (QMA) will not be able to update its list of             

servers and will not know about a possible appearance of a server that 

could help in its mission. In conclusion, there is one computer (Root) 

which knows all the servers available in the system at any time. Any server 

that wants to create a QMA firstly obtains from the root a list of servers 

that are currently in the system and gives that list to the agent as a map. 

Any server that receives an agent must update its list according to that one 

from the agent (or vice versa). If a server has no activity during a certain 

period of time it will resend a PMA.  

15.2.3 Looking information on servers 

The QMA migrates through the network having a list of requests                       

(or questions whose answer has to be found on one or more servers it            

visits) set by the user on behalf of whom it is working.  

Let's imagine a representation of the wishes in the form xK , where x is a 

positive number that uniquely identifies a desire (for agent) or knowledge 

(for server). An agent member may have as its Wishes List (WL): 

101183 ,,, KKKK  (1.2) 

A server might respond to the following knowledge, 18K , with: 

71320 ,, KKK  (1.3) 

When the agent queries the server, it will return the following new WL: 

137201013 ,,,,, KKKKKK  (1.4) 

obtained by replacing knowledge 18K  with new knowledge which will 

become new desires for agent. These new desires, along with those which 

don't yet have an answer will be the query for the next server to visit. 

There are two ways to decrease the browsing of an agent through the             

network: 

• Knowing those servers that have the greatest amount of information, or 

which gave the most answers to the agents which visited them               



170      C.I. Popirlan, L. Stefanescu, C. Popirlan 

(best rated servers). For a very large number of servers is preferable for 

a mobile agent to carry only a few of them, as shown in Table 1.1;  

• Considering that an agent stores every knowledge that it finds, along 

with the corresponding address of the server that owns the knowledge, it 

could communicate those information to every server it visits, and every 

server could help in this way all the other agents that will come later.  

Table 1.1. Dependent number of servers and computational times  

Number of Servers  Dimension of List  Transfer Speed  Execution Time  

1.000  4 KB  32 kbps  1 s  

1.000  4 KB  512 kbps  125 ms  

1.000.000  4 MB  512 kbps  62.5 s  

1.000.000  4 MB  1500 kbps  21.3 s  

15.3 The Mobile Agents System Implementation 

Regarding the implementation of mobile agents system, we use Java                

language ([3]) and Aglets Software Development Kit ([14]). The next 

classes represent the application structure and can be visualized in Fig. 1.3.  

 

Fig. 1.3. The Java classes of the application 
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• KBM.agents: This package contains classes that will create the agents;  

• KBM.tools.SLM: This package contains classes with role in the 

administration of the servers list for each of the three types of agents 

(LA, QMA and PMA);  

• KBM.tools.KLM: This package contains classes with role in the 

knowledge list management. 

15.4 Simulations and Results 

The results from the mobile agents system approach for intelligent data 

modeling in police area (determinate the location of drug dealers) and air 

transportation area is presented. 

The important criteria of the application have been considered the easy 

implementation, functionality and a good running time. A very good             

computational time has been obtained per each system execution.  

The simple scenario (determinate the location of drug dealers) that we 

will be working with uses a knowledge base structured on three layers: 

drug dealers (level 1), cities (level 2), and countries (level 3). 

On the first level are drug dealers and all the connections between them. 

A connection from X  to Y  means that drug dealer X  is a supplier 

forY . Each drug dealer may have one or more links to other dealers and 

may also have links to one or more places (cities, streets, districts), from 

the second level, where drugs are delivered. Finally in our example, the 

third level maintains all the countries where those places belong.  

We used for tests a knowledge base (Fig. 1.4) composed of 29 entities 

(13 drug dealers, 11 cities and 5 countries) randomly distributed on 10 

servers. The average execution time was 3 seconds per test. During this 

time a QMA visited each server (one or more times) and then returned 

home. 

 

Fig. 1.4. The knowledge bases structure for drug dealers locations 
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For the following results, it is used the next distributed knowledge base 

(Fig. 1.5) from the air transportation area: 

• Level 1: Class: 1K  = First Class; 2K  = Economy Class; 3K  = Business 

Class; 4K  = Premium Economy Class; 

• Level 2: Passenger names: 5K  = Allan;...; 56K  = Vanessa; 

• Level 3: Fly number: 57K  = BA5102; 58K  = BA0208; 59K  = BA0885; 

60K  = BA2959; 61K  = BA0229; 

• Level 4: Airport name (from): 62K  = Cancun; 63K  = Miami; 64K  = 

Bucharest; 65K  = Glasgow; 66K  = Heathrow; 

• Level 5: Airport name (to): 67K  = Miami; 68K  = Heathrow; 69K  = 

Gatwick; 70K  = Baltimore; 

 

Fig. 1.5. The knowledge bases structure for air transportation 

On each server the user has the possibility to extend the distributed 

knowledge base through a graphical user interface.  

The system allows the user to create queries: if the user wants to find 

out information about the passenger Vanessa ( 56K ), the system will              

process the knowledge base using mobile agents and will display the result 

on the interface, as shown in Fig. 1.6. For this test the results 

( 60K , 2K , 65K , 69K ) are displayed in 2.2 seconds. 
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Fig. 1.6. Results displayed after analysis 

15.5 Conclusions 

In this paper an intelligent data modeling approach using mobile agents is 

proposed. A mobile agents system for knowledge bases processing was 

developed and tested. The suggested system indicates a method for        

knowledge bases processing in a distributed environment using mobile 

agents. 

There are presented the stages of achieving the system and a running 

example for a knowledge base in the air transportation area and police 

area. The results obtained can effectively improve the problem of             

knowledge bases processing and distributed calculus modeling.  

As future direction of our research, we shall try the implementation         

delivered the suggested model and the development of intellective internal 

model of agent, to inclusion the mechanisms for processing and reasoning. 
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Abstract. Protecting data transfer over public insecure network in an          

efficient way is a challenging task. Network security involves encrypting 

traffic, authentication and validating packets' integrity. These services          

implement symmetric and asymmetric cryptographic algorithms.                      

Architectures that implement network security not only have to meet high 

computing demands, but they also have to be flexible enough to adapt to 

changing cryptographic parameters and to respond to changes in security 

standards. Implementing security protocols on mobile devices sets another 

burden on cryptographic architectures to be power efficient. In this paper 

we study some of the prominent cryptographic architectures. This study led 

to the development of a new architectural model called Colored Data            

Triggered Architecture. This model is customized for low-power security 

applications in the Low-Power Globally Asynchronous Locally                

Synchronous Architecture for Cryptography (LP-GALS-C). We provide a 

detailed discussion of the processor implemented using this architecture and 

show its advantages over existing architectures. 

Keywords. Application-Specific Instruction-Set Processors (ASIP), 

Security Processors, Dataflow Architectures, Network Security 
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16.1 Introduction 

High throughput has long been the aim of most implementations of            

cryptographic algorithms. Hardware implementations on FPGA (Field 

Programmable Gate Arrays) and on ASIC (Application Specific Integrated 

Circuits) are developed to obtain the goal of high throughput [1, 2, 3]. 

However, the flexibility of switching between algorithms on the fly 

emerged due to the need of running more than one algorithm in network 

security systems. Running algorithm in software on a general-purpose 

processor offers this flexibility [4, 5, 6]. However, the software           

alternative lacks the high throughput, while the hardware alternative 

lacks the versatility. These two extremes attracted research into a 

trade-off architecture; an architecture that delivers the high                   

performance of hardware implementation with the flexibility of     

general-purpose processors. 
In this paper we discuss the spectrum of implementations between the 

software on one end and the ASIC implementation on the other end. These 

discussed architectures are not concerned with the power consumption. 

Nevertheless, we consider the power aware architectures for cryptographic 

applications to be important especially with the growing popularity of 

handheld devices and mobile communication. Therefore, the proposed          

architecture LP-GALS-C includes the power awareness for power              

constrained devices and the flexibility needed for the employment in            

networking devices without losing significant amount of the performance 

needed.  

16.2 Existing Cryptographic Architectures  

In between the software implementation on the general-purpose            

processor and the custom hardware implementation there is a spectrum of 

developed architectural alternatives. Reconfigurable hardware offers the 

balance between customization and performance on the one hand and 

flexibility and cost on the other hand [7]. Microprocessors, or traditionally 

computing devices, execute many different functions over time by              

multiplexing a limited amount of hardware using instructions and registers. 

On the other hand, custom hardware is used to implement a single                

function, fixed at chip fabrication time. A reconfigurable device, of which 

the most common is FPGA, has sufficient logic and routing resources to be 

configured to compute a large set of functions possibly without any             

hardware multiplexing. The FPGAs’ implementations in [2, 3] achieve 
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high performance, but they tailor the FPGA to implement only one of the 

AES finalists’ algorithms and require reconfiguration time to implement a 

different algorithm. Dandalis et al [8] proposes the Adaptive                     

Cryptographic Engine (ACE), which uses the FPGA implementations done 

previously in order to have a versatile system with the flexibility of             

choosing between multiple algorithms. The ACE system is composed of a 

hardware component (FPGA) and a memory component. All the               

previously mentioned FPGA implementations’ configuration files are 

saved in the ACE memory in the form of a cryptographic library. The 

FPGA is configured on-demand based on the cryptographic library and 

then performs the required encryption/decryption tasks. Thus, this system 

offers the versatility of the software alternative while taking the advantage 

of the high performance of each of the FPGA implementations. However, 

this alternative falls short in terms of the reconfiguration time and the 

memory requirements. Each FPGA requires a number of configuration bits 

that is device-dependent, but independent of the configuration content. The 

number of configuration bits for the Virtex-II Pro (XC2VP100), used in 

the ACE system, is 34,292,768 bits [9]. Hence, the ACE system requires 

tens of Megabytes of memory for the configuration files only, in order to 

allow the system to switch between more than two algorithms. Also, the 

reconfiguration time for such a long bit-stream is about 685 milliseconds. 

Dandalis proposes a compression algorithm to decrease the memory                 

requirements. 

 In [10, 11, 12] the reconfiguration time and the memory requirement    

issues are addressed in a different and more efficient way. In these              

references another reconfiguration fabrics, other than the FPGA, are built. 

The reconfiguration fabric is coarser-grained than the FPGA and therefore 

requires significantly less amount of configuration bits for the                               

configuration process. The basic primitive elements in the COBRA [10] 

and the ARCEN [12] are cryptography-specific functional units, like 

modular addition and multiplication, variable rotation and shifting, Galois 

field multiplication and inversion, and, look-up table substitution. The re-

configurable cell in the COBRA implements a part of the dataflow graph 

of the algorithm rather than only one function as is the case with the 

ARCEN. 

In this paper, we study the implementation of cryptographic algorithms 

for network security. In this environment, a key-context switching happens 

repeatedly. Therefore, it is important to measure the key-setup time.               

Moreover, implementations which processes multiple blocks of data                 

concurrently or are optimized for a constant key are not included in the 

comparisons, since they are not suitable for the network security’s                 

algorithm and key agile environment. Hence, Table 1.1 shows the                  
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comparison between the various alternatives that comply with the                    

constraints of a network security environment. In this table we have con-

ducted a comparison among the various alternative architectures according 

to the throughput and the key setup time only. However, a fair comparison 

should include also the configuration time and the amount of resources                

required. The reconfiguration time of specialized coarse-grained                        

reconfigurable devices is less than the reconfiguration time of the FPGA. 

However, this reconfiguration time is not mentioned in any of the above 

references. The reconfiguration time is crucial in algorithm agile especially 

when it is in milliseconds as shown in Table 1.2. We have calculated an 

estimate for the reconfiguration time of the COBRA from the given iRAM 

size. The configuration clock is assumed to be equal to the high                         

configuration clock of the Xilinx Virtex families, namely 50MHz. The 

ARCEN is not included in the comparison, since no information isgiven on 

the PCC (Parallel Configuration Controller) and therefore no information 

on the reconfiguration time can be derived. 

Table 1.1. Performance comparisons  

Encryption/Decryption 

Throughput in Mbps  

Algorithm Software[6] ACE[8] COBRA[10] 

MARS 69.4 101.88 --- 

RC6 94.8 112.87 126.5 

Rijndael 68.4 353 300.10 

Serpent 26.9 148.95 444.20 

Twofish 68.1 173.06 119.60 

Key-setup time 

Setup time in µsec  

Algorithm Software[6] ACE[8] Bassham[5] 

MARS 9.59 1.96 8.22 

RC6 3.63 0.17 3.79 

Rijndael 3.09 0.07 2.15 

Serpent 5.34 0.08 11.57 

Twofish 18.7 0.18 15.44 

 

In Table 1.2, the code size is given for the implementation of the 128-bit 

key Rijndael algorithm only. However, the source code for all algorithms 

should be available in the memory for versatile systems and therefore the 

memory size will be multiples of the given figures in Table 1.2. 

In addition to the reconfiguration time, the other drawback of                  

specialized reconfigurable devices is the lack of their programming              
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environments. Changes in any of the algorithms require an expert             

programmer in the details of the reconfigurable architecture on hand. The 

software alternative, compared to the specialized reconfigurable devices, 

enjoy the simplicity, maturity and ubiquity of their programming                 

environments. Therefore, the employment of these algorithms software-

wise has been the fastest to market. 

Table 1.2 Comparison between the various architectures implementing the 128-bit 

key Rijndael algorithm  
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COBRA 593.69 NA 28.9 ~177 

ACE 353 0.07 685 ~4000 

Software 68.4 2.15 0 ~2.5 

LP-GALS-C 70.99 0.28 0 ~1.2 

 

In conclusion, we have decided on the design of the LP-GALS-C             

architecture. It requires no reconfiguration-time to comply with key agility 

of network security. The architecture has a simple programming language 

like the general-purpose processor’s programming languages, but a parallel 

programming language like the hardware-definition languages. The               

architecture is power efficient to suit power-constrained devices. In the        

following section, a detailed account for the architecture is given. 

16.3 LP-GALS-C Cryptographic Processor 

16.3.1 Architecture 

The LP-GALS-C is designed using the globally asynchronous locally 

synchronous (GALS) paradigm. This paradigm allows the creation of           

independent clock domains.  

The advantage of having multiple and independent clock domains is to 

deactivate the clock for inactive domains. Also some of the functional 

units are not on the critical path of the dataflow graph of the algorithm. 

The clock rates of such functional units can be scaled down without               

affecting the overall performance. The GALS design permits the tuning of 
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clock rates of every clock domain easily without the need for changing any 

other part of the design. 

Cryptographic algorithms have also certain features that help in the            

development of a power efficient system. First, they have long dataflow 

graphs, i.e. the input data-block passes through various transformations 

that are consecutive and unconditioned. This allows the elimination of the 

branch instruction from the instruction set of the LP-GALS-C architecture. 

Aragon et al [14] estimated that about 28% of the overall power dissipated 

in a typical out-of-order dynamic superscalar processor is due to the                

useless activities performed by instructions that are partially executed 

along the branch-mispredicted path.  
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Fig. 1.1 Block Diagram for the LP-GALS-C architecture 



A Colored Data Triggered Architecture for Cryptographic Applications      181 

The LP-GALS-C architecture highlighted in Fig.1 has six clock           

domains. The architecture is composed of fetch, decode, issue, 20               

functional elements and a router. The 20 functional elements are grouped 

into four groups. Each group has a compare/latch unit that is responsible 

for the handshaking with the surrounding units and latching incoming data. 

All elements can work concurrently. The fetch and decode units process 

four instructions in parallel. The issue unit assigns the four buses with the 

four instructions and waits for the request signals. The compare/latch unit 

compares the operation codes (opcodes) on the buses with the operation 

codes of the functional units in its group. The compare/latch unit strobes 

the request signals after latching the data for matching opcodes only. It 

then updates the reservation station (RS) for each of the received opcodes 

as shown in Fig 1. The availability of all operands and the corresponding 

instruction is explicitly indicated in the reservation station by introducing 

valid bits, namely Instrv, Op1v and Op2v.  

 

Fig. 1.2 Design of Reservation Station  

A combinational logic composed of a group of AND gates and a priority 

encoder, triggers a request signal to the functional unit and generates the 

address to the valid entry inside the reservation station as soon as all valid 



182      H.A. Farouk, M.T. El-Hadidi, M. Saeb 

bits are set. The functional unit accepts the new data and performs the            

intended operation and forwards the result accompanied with the              

destination information to the local interconnect network. The local             

interconnect network compares the destination codes with the local              

operation codes. In the case where these two codes match, data is fed back 

to the local compare/latch unit. On the other hand, if these two codes do 

not match, then data along with the destination codes are forwarded to the 

router. The router is designed using an 8x8 multistage butterfly network.  

The functional units are grouped into four groups based on two              

rationales. The first rationale is how much each functional unit affects the 

total execution time of a typical cipher algorithm. The second rationale is 

the frequency at which functional units communicate with each other. As 

we have mentioned above, functional units which are not on the critical 

path can have their clock down scaled to save power. In the simulation of 

the Rijndael algorithm, the execution time of each micro-architectural 

component is changed and the corresponding total execution time is             

measured. 

A regression model has been built to relate the total execution time to 

the execution times of each of the components of the micro-architecture. 

This regression model resulted in an expression in which the coefficients 

declare the effect of each of the functional units on the total execution 

time. The expression is given as follows: 

,
1

0 ∑
=

+=
n

i

ii
tT ββ

 

Where T is the total execution time of the Rijndael algorithm, 

            ti is the execution time of component i, 

       β0, βi are the regression coefficients.  

(1.1) 

 

The result of the regression model is presented in the Table 1.3. The 

functional units with the small coefficients can have lower clock rates 

without impacting the overall performance.  

Table 1.3. Regression Coefficients 

Component Coefficient Component Coefficient Component Coefficient 
KEYRAM 17.489 COMBINE 38.592 ISSUER 261.728 

SHL 25.187 XOR3 75.180 ROUTER 202.234 

EXTRACT 28.441 XOR2 84.632 DECODER 261.723 
SBOX 33.524 ADD 85.916 FETCHER 273.068 

REPLICATE 34.864 GFMUL 37.893   

 

In contrast, any little improvement in the functional units with the large 

coefficients would greatly improve the overall performance. Therefore, we 
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have grouped the functional units with close values of regression               

coefficients into the same clock domain. 

16.3.2 LP-GALS-C’s Utilization 

The advantage of using GALS system is to deactivate the parts of the 

circuit that are idle to decrease the power dissipation. 

Table 1.4 Utilization of each clock domain executing the Rijndael algorithm. 

Clock Domain Utilization in            

Percentage(%) 

Clock Domain Utilization in             

Percentage(%) 

1 21.3 4 5.7 

2 14.85 5 10.9 

3 20.7 6 74 

 

In Table 1.4 we show the utilization of each clock domain while                

executing the Rijndael algorithm. The percentages signify the amount of 

time this clock domain is active. Consequently, the average power saved in 

contrast to a system that is globally synchronous amounts to about 56%. 

16.4 Conclusions 

The proposed micro-architecture has the advantage of having no               

configuration time when compared with the COBRA and ACE alternative. 

This advantage enables the efficient operation in an algorithm agile          

environment; an environment in which the cryptographic algorithm is        

repeatedly changed like the network security environment. On the other 

hand, the LP-GALS-C has a speedup of 7.6 times compared to the        

software alternative in the key-setup time. However, the proposed               

micro-architecture did not show a significant improvement in the                

encryption/decryption throughput compared to the software alternative. 

This is due to the fact that it targets the implementation on FPGA and not 

on CMOS technology. Nevertheless, we consider the implementation on 

an FPGA to be beneficial. Future work includes the dynamic partial                       

reconfiguration of the functional unit area to be adaptive to power or               

performance needs at run-time. 

In this paper we have also discussed the choices on the                             

micro-architectural and on the instruction set level that contribute to the 

power reduction.  



184      H.A. Farouk, M.T. El-Hadidi, M. Saeb 

These advantages make LP-GALS-C more attractive for implementation 

in security-aware Internet environment using power constrained devices, 

when compared to existing processors. 
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Abstract. This paper presents a simulation study of MANET              

routing protocols with respect to group and entity mobility models. 

The investigated protocols include: Destination Sequenced Distance 

Vector (DSDV), Ad-hoc On-demand Distance Vector (AODV) and 

Dynamic Source Routing (DSR). Mobility models encompass:            

Reference Point Group Mobility (RPGM), Random Waypoint 

(RW), Gauss-Markov (GM) and Manhattan Grid (MG). Simulations 

have been carried out using the NS2 simulator. The comparative 

analysis of the obtained results includes protocol performance in a 

dense, large size network, with respect to variable mobile node 

speeds.   

Keywords. MANET, DSDV, AODV, DSR, Group mobility model, 

Entity mobility model. 

17.1 Introduction 

A mobile ad hoc network (MANET) is an autonomous, self-configuring 

network of mobile nodes that can be formed without the need of any              

pre-established infrastructure or centralized administration. MANETs are 

extremely flexible and each node is free to move independently, in any 
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random direction. Each node maintains continuously the information              

required to properly route traffic. 

Considering procedures for route establishment and update, MANET 

routing protocols can be classified into proactive, reactive and hybrid [1]. 

Proactive or table-driven protocols attempt to maintain consistent                

up-to-date routing information from each node to every other node in the 

network. Each node maintains tables to store routing information, and any 

changes in network topology need to be reflected by propagating updates 

throughout the network. Reactive or on demand protocols are based on 

source-initiated on-demand reactive routing. This type of routing creates 

routes only when a node requires a route to a destination. Then, it initiates 

a route discovery process, which ends when the route is found. Hybrid     

protocols combine proactive and reactive schemes.  

The three most widely used MANET routing protocols are Destination 

Sequenced Distance Vector (DSDV), Ad-hoc On-demand Distance Vector 

(AODV) and Dynamic Source Routing (DSR). 

The DSDV is a proactive routing protocol based on the Bellman-Ford 

algorithm. Each mobile node maintains a routing table in which all the 

possible destinations and the number of hops to them in the network are 

stored. The entries in the table may change extremely dynamically, so the 

advertisements might be made quite often. The AODV is a reactive             

protocol that improves the DSDV in the sense of minimizing the number 

of required broadcasts by creating routes on a demand basis, as opposed to 

maintaining a complete list of routes. The DSR is a reactive protocol, in 

which each mobile node keeps track of the routes of which it is aware in a 

route cache. Upon receiving a search request for path, it refers to its route 

cache to investigate if it contains the required information. DSR uses more 

memory while reducing the route discovery delay in the system. 

In order to examine heterogeneous MANET applications there is a 

strong need to consider different mobility models [2, 3, 4, 5]. Some                  

examples are movement in the city environment, university campuses and 

movement of groups of nodes, e.g. for specific military purposes.  

The objective of this work is to provide a systematic and comprehensive 

comparative analysis of the three typical representatives of MANET               

routing protocols (DSDV, AODV and DSR), with respect to the four            

mobility models. They include one group model and three entity models. 

The simulations have been carried out using the NS2 simulator and its     

associated tools for animation and analysis of results. Performance              

analysis and comparison encompasses packet delivery fraction, end-to-end 

delay and routing protocol overhead in a dense, large size network, with 

respect to different node speeds. The analysis covers a wide range of 
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MANET scenarios and aims to be useful in a variety of applications, for 

purpose of network research, design and implementation. 

17.2 Related work  

Since MANETs have not been widely deployed, most of the research is 

simulation based. Some useful guidelines concerning the development of 

proper models/scenarios, selection of parameters and interpretation of the 

obtained results can be found in [6, 7].  

In the past few years, a significant progress has been made in the                

development of tools for MANET modelling and simulation [8]. However, 

there is a lack of comparative studies of the simulators performance, while 

the existing studies include a limited set of experiments and deal with               

simple scenarios [9]. The most widely used tool for MANET simulation is 

the NS2, while the other widespread simulators are GloMoSim, OPNET 

and QualNet [6].  

The majority of simulation studies have dealt with performance analysis 

of the existing and proposed MANET routing protocols. Those studies 

have mostly assumed the random waypoint (RW) mobility model [2, 10, 

11]. However, the RW model is not sufficient to capture some realistic 

scenarios of MANET. More sophisticated models are needed to simulate 

movement of nodes in terrains such as urban environment, battlefield,             

rescue operation etc. Several recent studies have considered or proposed 

the other mobility models.   

A platform for the modelling of city scenarios, developed for the NS2 

simulating tool, has been presented in [12]. A performance evaluation of 

the DSR and AODV using the Manhattan grid (MG) model has been              

presented in [13]. A comparative analysis of the DSR and DSDV, consid-

ering RW, Group Mobility, Freeway and MG models can be found in [14].  

Performances of the DSR and AODV using probabilistic random walk 

and boundless simulation area have been compared in [3]. Performances of 

the DSDV and AODV using scenario based mobility models have been 

analyzed in [6]. A new group mobility model based on unified relationship 

matrix has been proposed in [15].   

17.3     A survey of the investigated mobility models 

Mobility models can be classified to entity and group models [2]. Entity 

models cover scenarios when mobile nodes move completely                          

independently from each other, while in group models nodes are dependent 
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on each other or on some predefined leader node. Fig. 1.1 provides                     

examples of typical trajectories for considered mobility models.  

The reference point group mobility (RPGM) model represents the                

random motion of a group of mobile nodes and their random individual 

motion within the group. All group members follow a logical group centre 

that determines the group motion behaviour. The entity mobility models 

should be specified to handle the movement of the individual mobile nodes 

within the group. The purpose of logical group centre is to guide a group 

of nodes continuously calculating the group motion vector MG
�

, and thus 

defining behaviour, speeds and directions for mobile nodes. Once the              

updated reference points, ( )1+tRP , are calculated, they are combined 

with a random motion vector, MR
�

, to represent the random motion of 

each mobile node around its reference point.  
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Fig. 1.1. Travelling patterns of the four considered mobility models 
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The RW model assumes that each host is initially placed at a random 

position within the simulation area. As the simulation progresses, each 

host pauses at its current location for a determinable period called the             

pause time. The RW model assumes the possibility of setting cut-of phase, 

scenario duration, width and height of the area (x,y), minimum and              

maximum speed ( minv and maxv ), as well as maximum pause time. Pause 

is used to overcome abrupt stopping and starting in the random walk 

model. Upon expiry of this pause, the node arbitrary selects a new location 

to move towards and a new speed which is uniformly randomly selected 

from the interval min max[ , ]v v . 

The Gauss-Markov (GM) model enables different levels of randomness 

by setting only one parameter. Initially, each mobile node has preset speed 

and direction parameter values. This model captures the velocity                  

correlation of a mobile node in time and represents random movement 

without sudden stops and sharp turns. At the fixed intervals of time, 

movement occurs by updating the speed and direction of each node. At 

each iteration, the new parameter values are calculated depending                       

respectively on the current speed and direction and on a random variable.  

The MG model has originally been developed to emulate the Manhattan 

street network, i.e. a city section which is only crossed by vertical and 

horizontal streets. The trajectories of mobile nodes are confined to a grid 

topology. The MG model can be described by the following parameters: 

mean speed, minimum speed (with a defined standard deviation for speed), 

a probability to change speed at position update, and a probability to turn 

at cross junctions. 

17.4 Simulation and results  

The simulations have been carried out by the NS2 [16] (version 2.32, 

Linux Fedora 6 environment), with each simulation lasting for 200                    

seconds. Mobility scenarios have been generated by the BonnMotion [17], 

while the Trace Graph [18] has been used for the analysis of simulation            

results.  

The network consists of 100 mobile nodes, with parameters defined in 

Table 1.1. In [19], we have presented a comprehensive analysis of a 

smaller size network (20 nodes). Parameters of the applied mobility                

models are presented in Table 1.2. The observed performance metrics in-

clude: 
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• Packet delivery fraction (PDF)  
• Average end-to-end delay   
• Routing protocol overhead (RPO) 

Table 1.1. The NS2 parameter values  

Parameter  Value 

Traffic sources Constant bit rate (CBR), packet size = 512 Byte,  

inter-arrival time = 0.2s 

Transport protocol User datagram protocol (UDP) 

MAC protocol MAC/802.11 

Network interface Phy/WirelessPhy 

Propagation model Two ray ground 

Radius of node 250m 

Antenna OmniAntenna 

Area size 500m x 500m 

 

Table 1.2. Parameters of mobility models  

Model  Parameter settings 

RPGM Group size = 5; maximum pause = 10.0s  

RW Maximum pause = 10.0s 

GM Update frequency = 2.5; Speed standard deviation = 0.5  

X, Y axis blocks = 10, 10; Update distance = 5.0m MG 

Turn probability = 0.5; maximum pause = 10.0s 

17.4.1 Packet delivery fraction 

PDF is defined as a ratio of the delivered and sent packets. The node 

speed has been varied in the range 5 – 10 m/s. Simulation results are                 

presented in Fig. 1.2.  

With RPGM, there are 20 groups, each with five nodes; hence, the 

probability that sources and destinations are located in different groups (on 

 



192      V. Timcenko, M. Stojanovic,  S. Bostjancic Rakas 

0.0%

20.0%

40.0%

60.0%

80.0%

100.0%

DSDV AODV DSR

Routing protocol

P
D

F
 [

%
]

RPGM RW GM MG

 

Fig. 1.2. PDF vs. routing protocol for different mobility models 

 

larger distances) is rather high. The nodes and groups located on the path 

between the source and the destination contribute to the packet loss.  

In contrast, the RW model performs better than the RPGM due to higher 

probability of generating correct routes and maintaining them since there 

are no space constraints. The worst performance of the MG model is a 

consequence of the severe restriction of the node movement. 

17.4.2 Average end-to-end delay 

In the second experiment, we have investigated the average end-to-end  

delay of data packets. Node speeds are varied in the range 1.5 – 25 m/s. 

Simulation results are presented in Fig. 1.3.  

The DSDV gives the most stable results for all mobility models. This 

happens because each node maintains the complete routing table, with all 

possible destinations and number of hops for reaching them. Since the 

routes are known, the DSDV experiences lower latency than the reactive 

protocols, particularly for higher node speeds.  

The DSR using entity models suffers from high delay, when increasing 

the mobile node speed. This does not stand for the group model, RPGM, 

because of the network size. The network is rather dense; hence there is no 

effect of transient partitions that may exist in a sparse network [19].  

The GM model assumes only slight changes of speed and direction. 

When the speed is high, it is very likely that the node will continue moving 

at high speeds, thus generating frequent links breaks. The AODV performs  
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         Fig. 1.3. Average end-to-end delay vs. mobile node speed 
 

better than the DSDV at lower speeds because of its on-demand nature.  

For reactive protocols, the MG model experiences considerably higher 

average delays with the increase of node speeds. This happens because of 

its high spatial and temporal dependences.  

17.4.3 Routing protocol overhead 

RPO is defined as the ratio of generated routing packets and received 

data packets. Node speeds are varied in the range 1.5 – 25 m/s. Simulation 

results are presented in Fig. 1.4.  

Compared with the AODV and DSDV, the DSR demonstrates the             

lowest RPO for all mobility models. This happens because the DSR uses 

caching; hence it is more likely to find a route in cache and perform the 

route discovery less frequently than with the AODV. The DSDV               

periodically transmits updates to maintain routing tables. There are also 

event triggered routing table exchanges through incremental dumps. This 

exchange is mostly present in the case of higher mobility. Continuous          

updates contribute to a relatively stable RPO, irrespectively of the node 

speed.  

The AODV performs better than the DSDV at the lowest speed level 

because it is on-demand protocol. For higher speeds, there are more route 

changes and the AODV has to generate more routing packets. When nodes 

are moving fast there is a higher rate of disconnections, which produces 

more route errors and frequent needs for re-initialization of route discovery 
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Fig. 1.4. Routing protocol overhead vs. mobile node speed 

 

process. Due to restriction of the node movement, this problem is most   

obvious in the MG model. The RPGM and RW have similar RPO                

performance while in the case of the GM, when speeds reach 5m/s, the 

AODV protocol suffers from the highest RPO due to frequent topology 

changes.  

17.5 Conclusion 

This paper presented a simulation study of the three widely used 

MANET routing protocols in dense, large size networks, using group and 

entity mobility models. We have developed a set of simulation scripts for 

the NS2 simulator merged with the BonnMotion scenario generation tools. 

Simulation results have indicated that the relative ranking of routing 

protocols may vary depending on the applied mobility model. The relative 

ranking also depends on the node speed since the presence of the mobility 

implies frequent link failures and each routing protocol behaves differently 

during link failures.  

The proactive protocol DSDV experiences the most stable performance 

with all mobility models. The AODV performs best with the group model 

RPGM. With entity models, the AODV experiences the highest routing 

overhead with the increase of node speed, but has acceptable average             

delays. The DSR experiences the lowest routing protocol overhead, on the 

count of higher average delays, particularly with the MG model, at higher 

node speeds. This protocol performs well with the RPGM and RW models.  
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Our future work should be focused to extending set of the experiments 

by taking into consideration energy-consumption reduction, different 

propagation models and MAC protocols. 
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Chapter 18 

An Image Search for Tourist Information by using 

a Mobile Phone 
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235 Petchkasem Road, Phasi-charoen, Bangkok 10163, Thailand,          
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Abstract. Mobile phones nowadays perform like a personal               

computer. However, people generally use keywords or character set 

to search for information through the computer or mobile phone. 

When using keywords to do a search, users have to define the                 

appropriate keywords for things that they want to search for. In some 

cases, multiple keywords must be given in order to obtain satisfied 

results. However, defining the appropriate keyword is sometimes d             

ifficult. This paper proposed a mobile application for searching travel 

related information by using images taken from a mobile phone             

camera. The images and travel information are sent back and forth 

through the Internet by using Web-services. This proposed system 

could provide more convenience for users and/or tourists and                 

decrease the restriction of searching information from a mobile phone 

through GPRS. 

Keywords. Mobile phone, Web Services, Image search,                    

Autocorrelogram, Autocorrelogram and Color Different                  

Correlogram, AC/CDC  

18.1 Introduction 

The number of mobile phone users has been significantly increasing each 

year. They typically take their mobile phones everywhere they go or travel 
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to.  Furthermore, almost all models of mobile phone being built today have 

a high efficiency/resolution digital camera and are provided with a GPRS 

function for connecting to the Internet effortlessly. Therefore, it is possible 

to use mobile phones to search for information though the Internet. Users 

generally use keyword to search for information. However, it is sometimes 

difficult to identify the appropriate keywords or phases for things in a               

specific language. To resolve these problems, the use of images for search-

ing information instead of using keywords is introduced and many                   

research projects in the area have been developed [13-21]. 

An image search will help users, especially tourists, search for          

information they want without worrying about describing keywords in any 

specific language. For example, while tourists are travelling and they find 

interesting places without having any information in advance, how do they 

get information about those places? In such a case, asking other people 

around that location or using a keyword search on the Internet may be a 

possible solution. However, it may be very difficult to do that because of a 

language barrier or difficulty in finding the appropriate keyword. But they 

know exactly “What things they are looking at?”. Therefore, it would be 

very useful for tourists if they could search and get more information such 

as name, location, etc. by using the image of what they are looking at.  

This paper proposed an information retrieval scheme using images 

taken from a mobile phone camera. The Auto-correlogram and Color              

Different Correlogram (AC/CDC) algorithm [4] are deployed in the image 

retrieval system. The images and travel information are sent back and forth 

through the system by using Web-services. The rest of this paper is             

organized as follows: Section 2 describes the overview of related research.  

Section 3 describes the image retrieval algorithm. Section 4 describes the 

implementation and testing of the proposed system. Section 5 is the            

conclusion of this paper. 

18.2   Proposed System Overview 

The idea of the proposed system can be described by using the following 

scenarios. First, a tourist takes a picture of he/she sees and saves it into the 

mobile phone. Next, he/she selects a picture and sends it to the image               

information retrieval application and database server through GPRS from 

the mobile device. When the server receives the picture, the search/image 

retrieval process begins immediately. The Autocorrelogram and Color 

Different Correlogram (AC/CDC) algorithms are used for image retrieval 

in this proposed system. After searching, the system will list the top ten 
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most similar pictures and return those pictures to the mobile phone. The 

tourist then selects the picture they that think it is most appropriate for this 

case. After making a selection, the picture plus related information are 

displayed on the mobile phone screen. The details of the image retrieval 

algorithms are described in the next section. 

18.3   Background  

This section outlines the concept of web services and the details of the             

algorithms used in the proposed system. A web service is designed to          

support interoperable mobile-to-server interaction over a network. The 

AutoCorrelogram (AC) technique is widely used as the visual feature              

extraction technique in content-based image retrieval (CBIR) systems. The 

Color Difference Correlogram (CDC) is an extended algorithm based on 

the Auto Correlogram developed by the authors [2][4]. These two                  

algorithms are implemented in the image retrieval system. 

18.3.1   Web Services 

A web service [1] is a software system designed to support interoperable 

machine-to-machine interaction over a network. It has an interface                  

described in a machine-processable format (specifically WSDL). Other 

systems interact with the web service in a manner prescribed by its                   

description using SOAP messages, typically conveyed using HTTP with 

an XML serialization in conjunction with other web-related standards. 

18.3.2   AutoCorrelogram 

The AutoCorrelogram algorithm is one of the widely used visual feature 

extraction techniques used in content-based image retrieval (CBIR)                 

systems. It is a subset of the color correlogram [3]. The color correlogram 

of an image is a table indexed by color pairs. It represents a spatial                       

correlation where the k-th entry for pixel (i, j) specifies the probability of 

finding a pixel of color j at a distance k from a pixel of color i in the                   

image. 

Let I be an n1 x n2 image. The colors in I are quantized into m colors: 

c1,…,cm. Hci(I) is the number of a pixel with color ci in I. For a pixel, let 

C(p) denotes its color. Let Ic = {p|C(p) = c }. The distance between 2               

pixels is shown in the example below:  
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Given that p1= (x1, y1), p2 = (x2,y2), defined |p1-p2| = max{|x1-x2|-

|y1-y2|} and let n denote the set {1,2,3,…,n}. 

Let a distance d∈[n] be fixed a priori. i, j ∈[m], and k∈[d]. The color 

correlogram of image I is defined by Eq. 1 and 2. 

 

                                                                                                    (1)  

 

                                                                                                    (2)       

The AutoCorrelogram captures the spatial correlation between identical 

colors only [1]. The technique used by AutoCorrelogram is to pick any 

pixel p1 of color Ci in the image I, at distance k away from p1, and pick            

another pixel p2, what is the probability that p2 is also of color Ci as shown 

in Fig. 1. The formula is shown in Eq. 3 

                                

                                                                                                 (3)    

 

 

          P1                      P2 

Fig. 1. Autocorrelogram of 

color ci  at distance k 

Fig. 2. Sample Images P1 and P2 

 

The two sample images P1 and P2 are used to test the Autocorrelogram     

algorithm (See Fig. 2).  A graph of Autocorrelogram versus Distance of 

two sample images is shown in Fig. 3. 

18.3.3 Color Difference Correlogram (CDC) 

The Color difference correlogram (CDC) is the scheme that the authors 

modified from the texture description technique [4]. The Color difference 

correlogram of an image is a graph or table that is indexed by color                  

difference values, where the k-th entry for Diffi specifies the probability of 

finding the color difference value Diffi of pixels at distance k from any 

pixels in image. The color difference value between two pixels having              

distance equal to k is defined by Eq. 4. 
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    diffi = | C(p1) – C(p2) |                                                        (4)      

    where | p1 – p2 | = k 

The color difference correlogram is calculated by the formula in Eq. 5 and 

Eq. 6. 

 

                                                                                                    (5) 

 

                                                                                (6)              

 

Where            is the number of pixels having a distance from the centre 

equal to k and having a color difference equal to Diffi. The graph of CDC 

versus Distance of two sample images is shown in Fig. 4. 

 

  
Fig. 3. Graph of AutoCorrelogram of 

the Images in Fig. 2 

Fig. 4. Graph of Color Difference             

Correlogram of the images in Fig. 2 

18.4   Implementation and Testing 

In this section, we describe how each of the separate steps in the system 

architecture have been designed and implemented for Information                    

Retrieval Using an Image from a Mobile Phone. An overview of the                

implementation of the proposed system is shown in Fig. 5. The picture is 

captured and sent over the Internet to the web server through GPRS.            

Web-services on the web server side are provided to handle incoming                

pictures from the mobile phone. The Mobile phone application interacts 

with the web service in a manner prescribed by its description using SOAP 

messages, typically conveyed using HTTP with an XML serialization in 

conjunction with other web-related standards. The mobile phone picture 

file is indexed and compared with the indexes of all pictures in the              
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database by using the AutoCorrelogram and Color Difference                   

Correlogram (AC/CDC) algorithms. After finishing the index comparison, 

the top ten similar pictures will be returned and displayed using the mobile 

phone application through GPRS. 

The details of the implementation are as follows: 

18.4.1   Web Services Development 

In this research project, a web service named  “WsSIAMTO T.asmx” was 

developed. The details of web services are described as follows: 

• Web Service Name is Service.asmx. 

• Web Method Name is SaveFileAsType. This SaveFileAsType  

method converts all image file formats such as *JPG, *.GIF, 

*.BMP, *.ICO to binary file and saved into a database. The data 

type specified in the database is BLOB (Binary Large Object). 

• Web Method Name is UpLoadPic. This UpLoadPic method                 

returns all retrieved pictures to the mobile phone application. 

18.4.2   Database Design 

Microsoft SQL Server 2005 is used for database development in this              

research. Those pictures in the database have different sizes and file                

formats (JPEG BMP and GIF). 

18.4.3   Performance Measures 

The performance measures use the same parameters as those described in 

[3] as follows. 

1) r-measure sums up of the correct answer for queries and                

average r-measure is the r-measure divided by the number of queries q as 

shown in the formula below. 

                                                                                                    (7) 

 

                                             (8) 

 

2) p1-measure is the sum of the precision with the recall equal to 1 

and the average p1-measure is the p1-measure divided by q as shown              

below. 
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Fig. 5. The implementation of the proposed System 

 

 

18.4.4   Experiment and Results 

The image database consists of 1,061 images in various formats such as 

JPEG, BMP and GIF with various sizes. The database is considered as a 

heterogeneous image database. Consider the RGB color space with color 

quantization into 64 colors. Thus, the color difference values is the set 

{0,1, …,63}. The distance set d = {1,3,5,7,9,11,13,15,17,19}. The query 

set consists of 100 queries, each with a unique correct answer.                         

An example of a query is shown in Fig. 6. 
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Fig. 6. An example of query and its results 

 

Table 1 shows the results of the experiments that were performed. The     

performance of the proposed scheme was also compared with other               

methods, namely, the autocorrelogram and color difference correlogram 

[4]. 

 
Table 1. Performances of Various Methods 

Method AC CDC AC/CDC 

r-measure 432 3899 227 

Avg r- measure 6 53 3 

p1- measure 61 37 73 

Avg p1- measure 0.61 0.37 0.73 

 

The response time for thirty image queries was individually measured and 

recorded. The average response time is 3.15 seconds. The response time is 

starts measuring when the user clicks “Search”. The image is sent over the 

Internet through GPRS to the web server. After finishing the search, the 

image results are sent back to the mobile phone. When the mobile phone 

receives those images, the response time is recorded immediately. 

18.5 Conclusion 

An information retrieval scheme using images taken from a mobile phone 

camera is described. The Auto-correlogram and Color Different                 

Correlogram (AC/CDC) algorithm [4] are utilized in the image retrieval 

system. The system was implemented and tested with real mobile phone 

queries. The experimental results show that the proposed system could be 

applied for practical uses. However, the system also needs to improve the 

overall speed of the system for a large image database. 
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Abstract. Standard IEEE802.16e WiMAX is proposed as an             

attractive wireless communication technology for providing               

broadband access. For the network and application-level capacity 

and performance analysis, we first provide an overview of WiMAX 

network architecture. Afterward we discuss the benefits and            

challenges of flat architecture for mobile networks. In this kind of 

architecture the access service network gateway and base stations 

are consolidated into a single channel. All-IP flat architecture is a 

promising option. When supporting both voice and TCP in a mobile 

WiMAX networks, there are two conflicting goals: to protect the 

VoIP traffic and to completely utilize the remaining capacity for 

TCP. We investigate the interaction between these two traffics. The 

solution is to control TCP traffic before entering WiMAX network. 
Finally, we emphasize that TCP variants, priority queues, bandwidth 

limitation and traffic shaping do not always achieve the coexistence 

goals. 

 

Keywords. Wireless networking, TCP protocol, VoIP traffic, media 

streaming. 
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19.1 Introduction 

The success of WiMAX (Worldwide Interoperability for Microwave             

Access) high data rate communications in metropolitan area networks           

depends on its capability of providing cost-effective solution for a variety 

of existing and potential services [1]. In 2001, the first IEEE802.16              

standard was published, while in 2005, the standard IEEE802.16e was          

approved as the official standard for mobile applications [2]. The mobile 

WiMAX systems have a higher system capacity and a more sophisticated 

mechanism to provide a better quality of service (QoS) [3]. To evaluate the 

mobile WiMAX system capacity and performance, all the aspects of the 

performance evaluation – from air link to application – are required.  

When supporting both voice and TCP in a mobile WiMAX networks, 

there are two conflicting goals to protect the VoIP traffic and to                     

completely utilize the remaining capacity for TCP  [4]. In order to             

investigate the interaction between these two categories of traffic, we find 

solutions approaches such as priorities queues, bandwidth limitation and 

traffic shaping. Nevertheless, the coexistence goals of VoIP and TCP are 

not always achieved. 

These article is structured as follows. The next section discusses the 

state of the art in WiMAX networks, together with benefits of flat                 

architecture of mobile network. We then present the interaction between 

TCP and VoIP. 

19.2 WiMAX network architecture 

Worldwide interoperability for microwave access (WiMAX) has been        

proposed as an attractive wireless communication technology due to the 

fact that it can provide high data rate communications for metropolitan           

areas. Until now, a number of specifications for WiMAX were                 

standardized by the IEEE802.16 Working group [5]. In addition companies 

in the industry also have formed the WiMAX Forum to promote the               

development and deployment of WiMAX systems. According to the              

standards, WiMAX can support up to a 75 Mbps data rate (single channel) 

and cover on how it can provide cost-effective solutions for a variety of              

existing and potential services [6].  

The specifications in the current WiMAX standards can be partitioned 

into two important parts, the physical (PHY) layer and the medium access 

control (MAC) layer: 
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• IEEE 802.16 supports four PHY specifications for the licensed bands: 

wireless MAN-SC (Single Carrier, 10-66 GHz), Wireless MAN-SCa 

(Single Carrier below 11 GHz), Wireless MAN-OFDM (Orthogonal 

Frequency Division Multiplexing, below 11 GHz), Wireless                      

MAN-OFDMA (Orthogonal Frequency Division Multiple Access, be-

low 11 GHz). 

• In the MAC layer, IEEE 802.16 supports two modes: the                           

point-to-multipoint (PMP) mode and the mesh mode. PMP network is 

designed primarily for providing the last-mile access to the Internet                  

service providers (ISPs). It can be viewed as a tree topology in which 

the root is a base station (BS), while the subscriber stations (SSs) are the 

leaves. As an example of this network topology, in Figure 1, we have 

WiMAX network architecture with PMP mode and mesh mode. The 

PMP mode includes one base station and a number of subscriber                 

stations. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.1. WiMAX network architecture: a) PMP mode, b) mesh mode 

In the MAC layer, IEEE802.16 supports two modes, the                        

point-to-multipoint (PMP) mode and the mesh mode:  

• PMP network is designed primarily for providing the last-mile access to 

the Internet service providers (ISPs). It can be viewed as a tree topology 

in which the root is a base station (BS), while the subscriber stations 

(SSs) are the leaves. As an example of this network topology, in                

Figure 1, we have WiMAX network architecture with PMP mode and 

mesh mode. The PMP mode includes one base station and a number of 

subscriber stations. 

• The WiMAX mesh network is a multihop ad hoc network in which      

subscriber stations can connect with one another directly. In the case of 

mesh mode, BS can provide access to the service provider. A relay              
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station (RS) is s special type of SS in that it can forward traffic flows to 

BSs or other SSs and a mobile station (MS) is an SS that can move 

within network. The concept of MS is specified in IEEE802.16e, which 

extends the PMP mode and defines a concept of mobile multihop relay 

(MMR) networking. One reason for proposing the MMR scheme is to 

overcome the problem that the mesh mode is not compatible with the 

PMP mode. Comparing to the PMP mode, the mesh mode is more           

flexible and can be used to deploy the infrastructure. 

 

The characteristics of major services that are crucial for WiMAX                 

networks are compared in Table 1. The services do not comprise a                 

complete list. Other services, such as online gaming, telemedicine /                 

e-health services are also important. Also, security and reliability generally 

should be required by all services. 

Table 1.1. Characteristics of major services for WiMAX networks  

Services data rate delay 
content 

access 
commun. pattern 

Internet access 
fixed (for maxi-

mum) 
best effort no one-to-one 

VoIP fixed or variable real-time no 
one-to-one and 

 many-to-many 

Videoconferencing variable real-time no many-to-many 

Media downloading variable 
nonreal-

time 
yes 

one-to-one and  

many-to-many 

IPTV fixed or variable 
nonreal-

time 
yes 

one-to-one and  

many-to-many 

 

To meet the requirements of existing and potential services in WiMAX 

networks the design guidelines like connection-orientation, group                    

communications, security, reliability and storage have to be proposed. 

WiMAX networks must provide group-based communications                    

efficiently. Many important services will require group-based                            

communications, including one-to many and many-to-many modes.                 

Because WiMAX networks are likely to be multi-hop wireless networks, it 

is important to address the security issues in the network layer, in addition 

to the MAC layer. Nevertheless, the solution can be based on just the            

network layer, and it can be performed in a cross-layer manner. Also, due 

to the nature of wireless communications, it is important to provide reli-

ability in the design of WiMAX networks. Finally, nodes in WiMAX            

networks can provide storage capacity. In this way, delay-insensitive           

content distribution may be supported effectively in WiMAX networks. 
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Although currently deployed mobile WiMAX networks use hierarchical 

architecture, flat architecture is specified as a design alternative in the       

mobile WiMAX standard. In flat architecture, the functionalities of the 

controller and BS are consolidated into a single element. The integrated 

element is directly connected to the IP (Internet Protocol) core networks. 

This is better suited to deal with bursty Internet traffic than the traditional 

hierarchical architecture. The main benefits of flat architecture for                    

providing wireless data services can be summarized as follows: 

• The controller – integrated BSs are connected directly to the core              

network (Internet), eliminating the requirements of the wireless                  

technology – dependent radio-access network (RAN). This is the access 

service network (ASN) in mobile WiMAX networks between the BS 

and the IP core network. The interoperability with heterogeneous             

wireless technologies is easy to achieve because the BSs are directly 

connected to the wireless technology-neutral IP core network.  

• Flat architecture provides highly scalability because there is new                

centralized performance bottleneck, while traffic is processed in a fully 

distributed fashion. It also provides adding or removing cells without 

concern about the capacity of the centralized controller to which the 

new BSs are attached.  

• Integrated design reduces the cost of intermodulate communication            

(sophisticated cross-layer optimization is possible for performance 

gain).  

• Flat architecture achieves resource efficiency gains by preventing 

suboptimal routing. Under the hierarchical architecture, all traffic must 

pass through the centralized controllers, which may extend the routing 

path, resulting in suboptimal traffic routing. 

• Under flat architecture, single failure points (the centralized controller) 

do not exist, and the impact of a BS failure can be limited locally. 

• Flat architecture has economic advantages. The general purpose IP 

equipment is much cheaper than radio access network components             

because of economics of scale. The options for network management 

tools for IP networks are available at low cost as well.  

The challenges that the flat architecture networks face are: handover 

performance, quality of service (QoS), self-configuration and                        

self-optimization, self-diagnosis. A high performance IP-mobility solution 

for flat architecture is needed. In flat architecture, network configuration 

and resource management should be done in a distributed way, namely, 

self-configuration and self-optimization. This challenge comes with the 

benefits of scalability and flexibility. 
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19.3 Media streaming protocols 

The transport protocol family for media streaming includes UDP (User 

Datagram Protocol), TCP (Transmission Control Protocol), RTP                 

(Real-Time Protocol) and RTCP (Real-Time Control Protocol). UDP and 

TCP provide basic transport functions, while RTP and RTCP run on top of 

UDP/TCP. UDP and TCP protocols support such functions as                   

multiplexing, error control, congestion control or flow control. UDP and 

TCP can multiplex data streams for different applications running on the 

same machine with the same IP address. Secondly, for the purpose of error 

control, TCP and most UDP implementations employ the checksum to           

detect bit error. If single or multiple bit errors are detected in the incoming 

packet, the TCP/UDP layer discards the packet so that the upper layer 

(RTP) will not receive the corrupted packet. On the other hand, different 

from UDP, TCP uses retransmission to recover lost packets. Therefore, 

TCP provides reliable transmission, while UDP does not. Thirdly, TCP 

employs congestion control to avoid sending too much traffic, which may 

cause network congestion. Lastly, TCP employs flow control to prevent 

the receiver buffer from overflowing, while UDP does not have any flow 

control mechanisms [7, 8].  

In a wireless network, for various applications with different QoS               

requirements, different transport layer protocols have different impacts on 

lower layers. More specifically for data traffic over a wireless link, TCP 

dynamically adjusts the sending rate of TCP packets according to the             

network congestion status (packet loss events and round trip delay). The 

wireless link layer resource allocation also affects the TCP performance, as 

it ultimately determines the TCP packet loss and transmission delay over 

the wireless link. That is, the TCP protocol and wireless link layer resource 

allocation interact with each other.  

A large amount of research has focused on the optimization of TCP     

performance in wireless networks. There are three main categories: con-

nection splitting, link layer solutions, and gateway solutions. Connection 

splitting can hide the wireless link by terminating the TCP connection 

prior to the wireless at the base station or access point. In that way, the 

communication in a wireless network can be optimized independent of the 

TCP applications. However, it requires an extra overhead to maintain two 

connections for each flow.  

It also violates end-to-end TCP semantics and requires a complicated 

handover process. As for link layer solutions, the idea is to make the             

wireless link layer look similar to the wired case from the perspective of 

TCP. The relevant and interesting proposal is the so called snoop protocol. 
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Here, the snoop agent is introduced at the base station (BS) to perform             

local retransmission using information sniffed from the TCP traffic passing 

through the BS. Another link layer solution proposed QoS scheduling with 

priority queues within the intermediate nodes of a multihop network to             

improve VoIP quality by placing TCP data in a lower QoS level. One way 

to address TCP performance problems within wireless networks is to 

evenly space or pace data sent into the multihop over an entire roundtrip 

time so that data is not sent in a burst. Pacing is implemented using a data 

and/or ACK pacing mechanism. 

19.3.1 VoIP Traffic 

Voice over IP (VoIP), the integration of conventional telephone services 

with the growing number of other IP-based applications, is seen as one of 

the important technology for telecommunications providers. In addition to 

the cost reduction achievable by the sharing of network resources, VoIP is 

accepted to accelerate the development of rich multimedia services. Since 

quality is not generally guaranteed in an IP network, it is important that the 

networks and for terminals be properly designed before providing services, 

the quality of service be constantly monitored, and action be taken as            

necessary to maintain the level of service. Since VoIP systems are based 

on new coding technologies and a new transmission technology, the pri-

mary determinants of the perceptual QoS of VoIP service are distortions 

caused by speech coding and packet loss, loudness, delay and echo. 

One type of traffic becoming more prevalent in homes and institutions is 

voice over VoIP. This capability is becoming available in most new cell, 

phones, due to convenience and cost savings. However, VoIP is difficult 

from most other traffic in that it has very stringent delivery requirements.  

Wireless networks are providing high bandwidths to users, enabling 

real-time multimedia applications. Expected improvements with respect to 

current third-generation (3G) networks include data rates up to 100 Mbps 

in wide area networks (WANs) and 1 Gbps in wireless local area networks 

(WLANs). Multimedia applications may generate real-time high bit rate 

flows. Applications generating small payloads, such as VoIP, are                             

responsible for the highest relative overheads. A typical IPv6 VoIP packets 

includes a 40-byte IP-header, an 8-byte UDP header, a 12-byte RTP 

header, and a 20-byte payload. In this case, the total IP overhead is about 

three times the size of the payload, or 75% of the total packet size.  

Assuming that the voice traffic currently transported by systems such as 

the GSM (Global System for Mobile Communication) migrates to 4G 

packet switched networks, the amount of VoIP traffic is expected to              
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become significant. Combining significant amounts of real-time traffic and 

large relative overheads, we can justify the study of header compression 

(HC) techniques and their value in future wireless networks. 

Header compression techniques such as robust header compression can 

be used to reduce the overhead of IP-based traffic. The robust HC (RoHC) 

standard describes a set of HC mechanisms for compressing the headers of 

IP-based protocols. RoHC mechanisms were initially defined for wireless 

links with high bit error rates (BERs). In opposite, new wireless data                 

networks, such as IEEE802.11 offer a confirmed frame delivery service 

that reduce the transmission failure to insignificant values, although at the 

expense it higher delays. In IEEE802.11 links, the access to the medium is 

regulated by a distributed algorithm named DCF (Distributed Coordination 

Function), which is based on contention. The use of short packets, such as 

those produced by VoIP, decreases the overall transmission efficiency of 

the 802.11 link. 

19.3.2 TCP and VoIP interaction 

The interaction between TCP and VoIP over wireless network is complex 

[4, 9]. First of all, TCP is an end-to-end protocol. There are no explicit          

signaling mechanisms in the network to tell TCP peers how fast to send, 

how much to send, or when to slow down a transmission. TCP needs to be 

aggressive in discovering link bandwidth because that is how it can 

achieve high utilization. 

TCP produces burst traffic, while VoIP produces uniform (stream)               

traffic. When the network is congested by interference or too much TCP 

data, VoIP traffic suffers from increased network losses and delays.                

However, TCP goes into the receiving stage, reducing its sending rate until 

the network recovers from congestion, and then sends all postponed                

packets. This cycle of burstiness leads to both low utilization for TCP and              

unacceptable quality for voice. 

TCP assumes that losses come from congestion. This observation has 

been the basis for many studies focusing on preventing the TCP congestion 

control mechanism reacting to link layer errors. Also, TCP behavior may 

lead to poor performance because of packet drops due to hidden terminal 

induced problems such as channel interference and TCP 

data/acknowledgement (ACQ) convention. 

VoIP packets are small, while, TCP packets are large. For a given bit                   

error rate, TCP packets have less success, so many of them would be           

retransmitted across multihop links, thus generating even more load that in 

turn generates more interference. A wireless node cannot determine by            
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itself what the interference conditions are in its neighborhood. Factors               

affecting regional interference are actual paths, load, physical distance           

between nodes, collision domains, and hidden terminal. 

VoIP is mostly constant bit rate, has tight delay and loss requirements, 

and should always be served prior to TCP traffic. Classical solutions such 

as priority queues, bandwidth limitation, and traffic shopping do not             

provide satisfactory solutions for the coexistence problem. If voice traffic 

has priority locally within a node, bursty TCP traffic affects voice packets 

on other nodes within the interference range. 

Bursty traffic produces higher queuing delays, more packet loss and 

lower throughput. TCP congestion control mechanisms and self-clocking 

create extremely bursty traffic in networks with large bandwidth-delay 

products, cause long queues and increase the likelihood off massive losses. 

Mobile WiMAX network traffic tends to have self-similar behavior, which 

is harmful to traffic requiring a stable bit rate, such as VoIP or streaming. 

As an example, Figure 2 illustrates the hybrid wire/wireless network. 

The multihop extension between forwards TCP traffic from wired Internet 

and VoIP calls to/from an IP-private branch exchange (PBX) through the 

gateway. TCP data are flowing from the gateway G to the client. The           

multihop leg is where VoIP needs to be protected from TCP. 

 

 

 

 

 

 

 

 

 

Fig. 1.2.  Access network for VoIP and TCP 

As an access network for VoIP and TCP, 802.11 based multihop is used. 

Downstream TCP traffic in which data flows from servers across the     

Internet, through the gateway to wireless clients is considered. On the 

other hand, TCP acknowledgments (ACQ) travel in the opposite direction. 

VoIP traffic is symmetric and bidirectional. 

One solution to harmonize VoIP and TCP traffic is the use of priority 

queues. As a scheduling mechanism, priority queues are used in one hop 

scenarios to implement classes of traffic. 802.11e uses multiple queues for 

downlink traffic and preferential contention parameters for uplink traffic in 

order to offer priority to QoS traffic.  
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19.4 Conclusions 

In TCP performance and VoIP over mobile WiMAX networks, there are a 

number of problems left to address (the amount of voice to be served, the 

amount of type of interference, TCP traffic arrival model). To support 

VoIP, the basic control tools should be used in conjunction with methods 

to dynamically estimate available bandwidth in real time.  

TCP and VoIP cannot coexist by simple sharing the medium. The              

solution is to control TCP traffic before entering mobile WiMAX network. 

Two TCP control mechanisms are often examined: TCP advertisement 

window resizing, and TCP data and acknowledgment (ACK) pacing. Both 

control mechanisms can limit the wireless resources taken by TCP but 

have different tradeoffs with respect to utilization and scalability.  
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Abstract. Web service discovery is one of the challenging problems 

of Web service provisioning. This entails the need to establish an   

effective and consistent process of Web service discovery. This          

paper presents a new approach for finding and ranking relevant Web 

services for a user query by combining the Growing Hierarchical 

Self-Organizing map (GHSOM) with Latent Semantic Indexing. 

The overall architecture of the approach is described followed by 

prototype system implementation and evaluation results. 

Keywords. Web service discovery, Growing hierarchical                    

self-organizing map, Service ranking, Latent semantic indexing. 

20.1 Introduction 

Web services are changing the Web by being adopted in different                

applications starting form Business-to-Business to Business-to-Consumer 

applications. Web services can be interoperable due to its supporting              

technology XML, SOAP and WSDL [5]. Without publishing Web services 

through registries, service requestors will not be able to locate them, and 

service providers will be forced to find other channels for publishing their 

services.  
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Web services support UDDI [6, 14] for service discovery, which allows 

service providers to publish and share their information with regard to 

Web Services. In order to find a Web service using UDDI, much              

information concerning the required service is needed, like key word, part 

of the service’s name and patience. The available search tools are very 

simple which forces the user to repeat their search by changing the search 

criteria. More ever, we realized that the public repositories have been shut 

down.  

In recent years, different efforts for finding services have also emerged 

[8, 11, 15],but they either returns u large number of irrelevant services or 

can easily become disconnected from the Web service environments.  

Based on the above, in this paper we will discuss in detail the support 

for Web service discovery with Semantically Service discovery SSD          

[2, 21] and its implementation details. The decision to design and               

implement a new tool for Web service discovery was based on the detailed 

analysis of Web service research challenges and open issues [1, 20]. 

Based on our research for Web Service Discovery we identified the             

following requirements our software system should meet in order to fulfill 

our purposes: 

• Be able to pre-process large collections of data with a flexible set of 

available pre-processing techniques. 

• Easy composition of various text pre-processing and mining methods. 

• Efficient ranking 

20.2 Related Work 

Discovery of Web Services is a fundamental research challenge in Service 

Oriented Architecture. It involves the process of discovering, selecting and 

executing Web services to achieve the objective of a user request. This 

section reviews features of other efforts for web service discovery.  

Some approaches focused on the peer-to-peer framework architecture 

for service discovery and ranking [7, 15, 16]. Recently proposed P2P             

system’s search engine for querying Web Services are very limited set of 

search capabilities that makes hard for the clients to formulate their service 

queries tailored to their needs.  

Web-based directories such as XMethod, RemoteMethods or                   

WebServiceList are simple service portals [11] which gave the ability for 

searching Web services based on a keyword search paradigm of Web             

service descriptions. But, here the metadata is not well organized, as a           
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result Web service data will not be easily discovered and therefore, results 

will not yield to effectively selected services. 

Search engines such as Google, AlltheWeb, Yahoo and Baidu have           

become a new source for finding Web services [11]. However, search             

engines generally are crawling Web pages from accessible Web sites and 

fetch WSDL documents residing on Web servers. But still this is                  

publishing service information without analyzing the basic service             

properties like binding information, operations, ports etc. in addition, there 

is no way to formulate a query that will return only Web Service              

Description files, but they are resources having the key word “wsdl”. 

Recent work has focused on discovering Web services using semantic 

matching. OWL-S [17] and WSMO [22] are the more popular semantic 

descriptions of Web services. Different frameworks for web service                

semantic matching are proposed [12, 18, 19]. However, the client should 

have a prior knowledge to semantic query formulation. 

Differently of these service discovery approaches, this paper presents a 

new approach for Web service discovery which we believe that is the first 

attempt that combines GHSOM clustering technique with Latent Semantic 

Indexing, where the proposed method improves the quality of service            

discovery. 

20.3 Overview of Service Discovery - SSD Architecture 

In our previous works [1, 2] a new framework for Web services            

discovery is proposed and the architecture of our service discovery               

approach is outlined.  

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1.1. Outline of Service Discovery Approach 
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The SSD architecture is based on the idea that efficiently finding web 

services can be improved if a large service collection is divided into set of 

smaller clusters of services. After finding the appropriate clusters related to 

the user requirements, the SVD technique [3] is applied to the right cluster, 

reducing the computational cost of directly applying SVD to the large          

dataset of web services. In this manner, those Web Services whose content 

do not fit to the user query are eliminated at the beginning of Service           

Discovery process. 

Web service discovery procedure begins with taking as input a user 

query, which is used as search criterion and returns a set of web services 

matching this query. 

Table 1.1. The pseudo code for Service Discovery  

Algorithm 1:  

1 Creating register server of service collection  

2 Performing GHSOM clustering method to service collection 

3 Finding relevant hierarchy of the clusters 

4 Applying SVD to the relevant clusters 

5 Semantic Matching service against query 

6 If the results match the query then goto step 10 

7 Else choosing next hierarchy of clusters 

8 goto step 4 

9 End if 

10 End 

 

The process of discovery consists of the following phases: 

 

• Decomposing the Web Service Corpus. 

• Service Discovery in Latent Semantic Space 

 

Decomposing the Web service Corpus: In the first step of Web Service 

discovery process, a Web service collection is divided into smaller groups 

of related web services using unsupervised learning paradigm of artificial 

neural networks. 

Basically, numerous methods can be used to split a large data set into 

smaller groups. Our focus is on Growing Hierarchical Self-Organizing 

Map, a variant to Self-Organizing Maps [10].    

GHSOM [13] can build a hierarchy of multiple layers where each layer 

consists of several independent growing SOMs where the upper layers 
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contains global information of the organizations of the clusters in the data, 

while the lower layers of the hierarchy have information about the details.  

Service Discovery in Latent Semantic Space: Based on the                         

hierarchical maps constructed after the training process of the GHSOM   

algorithm, the clusters related to input query are used for service matrix 

construction. Then, Latent Semantic Indexing [3] approach is used to find 

similar services in semantic space. 

20.4 Prototype System Implementation Details 

The system is based on GHSOM algorithm, designed and implemented      

using a pair of GHSOM neural networks to create hierarchical maps of the 

WSDL files. The HTML based visualization is provided that allows users 

to see their Web Services of interest. A user interface is created which 

ranks WSDL files based on user requirements. 

All modules of the system are written as PowerShell cmdlet. PowerShell 

is quite useful for research and development because cmdlet’s are classes 

in a library, and can be reused within any .Net application.  Additionally, 

because of the ability of executing  a written simple class in scripts and 

from the command line, as well of the ability of accepting the output of 

other cmdlet as input which allows grater experimentations.  

 

 

Fig. 1.2. Data Flow 
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20.4.1  Data Set 

The Local Registry of Web Service Description file is created by              

collecting WSDL files from different sources, starting from UDDI, several 

Web Service portals as WebServiceX.net, WebServicesList, Remote 

Methods, WSIndex, XMethods.net as well as from search engines such as 

Google and Yahoo. 

20.4.2  Data Preprocessing 

A “Transformer” program is developed. The Transformer reads all WSDL 

files from Local Registry, extracts important information like “type name”, 

“message name”, “service name” and “documentations” using a XSLT 

script. All this information is converted to corresponding text files.  The 

transformer than will continue with preprocessing, including eliminating 

irrelevant information like reading two <documentation>  from single 

WSDL file, stop words elimination, stemming and indexing keywords in 

order to obtain high- quality features for describing WSDL files.  Here is 

important to note that some features of the SOMLib Java package are used 

to create the tf x idf input vectors [4]. 

20.4.3  Generating Maps 

The most time consuming was finding a way to represent the data as 

weighted input vector required by GHSOM.  

 

 

Fig. 1.3. Results of the First Layer Map 
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For GHSOM training is used the C++ implementation of GHSOM               

algorithm developed by Ruber, Merkl and Dittenbanch with very little 

modifications [4]. 

The GHSOM algorithm takes its input from a flat text files using              

DataTraining cmdlet, and it outputs to XHTML maps, which then are                 

serialized in XML format used by the system for further development. 

In the resulting map architecture the WSDL files are grouped into               

various topical branches, with topics in each branch being arranged on 

two-dimensional maps and keywords serving as labels for the respective 

topics. Each hierarchy presents a group of the services related according to 

their semantic similarity. 

20.4.4  Service Ranking 

Finally the WS-Ranking cmdlet is developed, which loads the maps                

generated by GHSOM, calculates the user requirements and produces an 

output to the User Interface, which is a list of ranked relevant services. 

Also a user friendly WS-Testing interface is provided, accessed by a 

link near each of returned WSDL file. This is an extended version of 

WsdlReader. [10]. They can test the Web Service, by giving input                   

parameter values through interface, and see the result on the same                

interface, but it supports only simple type of input and output parameters. 

The information about the Web Service is taken from the WSDL file (Web 

service endpoint, methods, input and output parameters) by producing a 

WebRequest and sends it to the WSDL.   

20.5 Evaluation Results 

To evaluate the accuracy of the proposed approach and to measure the 

overall performance, the widely adopted standards in IR: precision, recall 

and F-Score are used [23]. Precision presents the ability to provide the 

relevant Web services from the set of retrieved Web services. Recall               

presents the ability to provide maximum number of relevant from a set of 

relevant Web services. F-score presents the harmonic mean of precision 

and recall. 

For a given query Q, let Z be the total number of services retrieved, X be 

the total number of relevant services in the service collection and Y be the 

number of relevant services retrieved. Then, precision, recall and F-Score 

mathematically are defined as follows: 
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The experiment was conducted over the dataset of 150 Web services 

collection which were divided into hierarchy of SOM maps. The                     

hierarchies are used to construct the service matrixes. These matrixes then 

are used in finding the similarity between the WSDL documents for Web 

service discovery. Table 1.2 lists the Web service discovery results, which 

are results over 30 queries. This table shows the results of comparing the 

proposed SSD approach with the standard information retrieval method 

based on tf*idf and LSI.   

Table 1.2. Comparing SSD with tf*idf and LSI based on Precision, Recall and          

F-Score 

 

Methods  

 

Precision  

 

Recall 

 

F Score 

tf*idf 37.8 63.5 47.39 

LSI 39.4 64.7 48.97 

SSD 40.2  65.6 49.8  

 

 From the results it is obvious that the Web service discovery with the 

proposed SSD approach perform significantly better in comparison to 

tf*idf as well as to LSI. 

 Fig 1.4 shows a sample of the queries used during the experimentation, 

where clearly is seen that SSD is more efficient compared with other              

traditional information retrieval methods. 

 



Enhanced Web Service Discovery with GHSOM      225 

 

Fig 1.4 Comparing F-Score values for a set of different queries 

20.6 Conclusion and Future Work 

In this paper we presented the implementation of our Semantically Service 

Discovery- SSD Architecture and identified future research directions. We 

demonstrated the potential of the GHSOM for organization and                       

visualization of WSDL file repository. Furthermore, we proved that the 

proposed solution provides an efficient Web Service discovery model and 

sketched how the system can be extended as well as what advantages that 

such kind of implementation could bring. Future work would involve              

enhancing Semantic Web Service based discovery which can be used by 

other distributed applications that can express their needs in a form of                  

appropriate ontology.  
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Abstract. With the rapid development of networks and computer 
technology, there is a growing need for the network to support a          
variety of services with different quality of service (QoS).                
Differentiated services (DiffServ) is the proper technique to deal 
with various QoS needs. In this paper, we study realization              
mechanism of QoS DiffServe model based on network processors 
(NPs), and propose a new packet classification algorithm called 
classification based on network processors (CBNPs). This CBNPs 
algorithm uses parallel tuple search and multi-threaded concurrency 
of NPs to enhance the classification speed, and also has less space 
and time complexity than other parallel algorithms. The simulation 
result shows that CBNPs is high-speed, multidimensional and               
scalable, and its comprehensive performance is much better than 
that of the existing packet classification algorithms. 

Keywords. Packet Classification, Network Processor, DiffServ, 
QoS. 
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21.1 Introduction 

With the development of the network, more and more NPs are used to         
execute various tasks in the network. DiffServ is currently one of the most 

used technologies for QoS support in the network [1]. Compared to             
Integrated Services (IntServ), DiffServ model has good scalability, 
and can be better adapted to large-scale backhaul networks. It is of 
great practical significance to study realization mechanism of                        
differentiated QoS based on NPs. This also has been the most concern for 
network equipment manufacturers and carriers. Realization mechanism of 
QoS DiffServ model mainly consists of queue management and packet             
classification mechanism [2-3].  

Queue management consists of buffer management and packet 
scheduling. Buffer management mechanism is designed to solve               

packet-discard handling when network congestion occurs. When the              
network congestion occurs at the output port, the router buffers must             
discard some packets to improve the output flow of the buffer queue [4]. 
How to reasonably drop the packets is mainly depending on the buffer 
management algorithm. Packet scheduling mechanism is queuing and 
regulation methods used on data streams to prevent congestion at the             
network output ports. It determines how the router selects the next packet 
from one or more buffer areas and forwards it. Main performance                  
indicators for an efficient packet scheduling algorithm include fairness,             
delay characteristics, the isolation capacity of malicious traffic flow, link 
bandwidth utilization, complexity, and so on.  

Generally the buffer management is applied at the front of a queue and 
cooperates with the packet scheduling to complete the queue operation           
[5-6]. Packet scheduling is one of the key schemes of system resource 
management. It is an effective means to solve multiple services resources 
sharing problems. Network system resources generally consist of three 
parts: buffers, link bandwidth, and processor resources. The buffer               
management has been fully considered in hardware perspective of NPs. 
Link bandwidth management by packet scheduling means determining 
which packet is to be selected from the waiting queue and sent according 
to certain rules to provide better and timely services for high priority        
packets [7], so that all input service flows can follow a predetermined way 
to share the output link bandwidth. 

Packet classification mechanism is mainly used in classifiers and the 
regulators of NPs. Its role is to ensure that the input data stream accords 
with the traffic conditioning agreement (TCA). This mechanism classifies 
the stream to certain behavior aggregate, and tags them correspondingly as 
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packets. The classifier follows the rules specified in TCA and assigns 
packets to different classes in the group according to some domains in 
header [8-9]. Then they will be handed over to the appropriate regulator 
module for further processing.  

Generally the classification process is carried out at the communications 
sub-network nodes or routers. The routers are divided into either flow or 
non-flow identification routers. Flow identification routers track the                
transmission and conduct similar processing on the packets of the same 
flow. Non-flow identification routers process each incoming packet               
separately. Main processing steps on each packet in the flow identification 
router are: routing table lookup, packet classification, packets special 
treatment such as discarding unauthorized packets, and exchange                 
scheduling. 

In this paper, to work with the existing buffer management algorithm 
call PAFD [10], we propose a new packet classification algorithm CBNPs 
to enhance differentiated QoS based on NPs. 

21.2 Existing Packet Classification Algorithms 

With in-depth research of network service traffic characteristics, the               
implementation of regulator has become more mature. The usual practice 
is to use token bucket and the leaky bucket algorithms, and other                  
appropriate combination such as the single rate Three Color Marker 
(srTCM) and two rate Three Color Marker (trTCM) [11]. Recently a time 
sliding window based algorithm called time sliding window Three Color 
Marker (tswTCM) has been proposed. This algorithm uses the rate             
estimator to measure the average rate in the time sliding window, and then 
uses this rate as the basis of marker. [12]  

From the implementation point of view, these algorithms can be divided 
into two categories. One is hardware based algorithm that can be fully             
implemented by hardware, and the other is software based algorithm for 
software implementation. Hardware based algorithms such as ternary 
CAMs algorithm [13], use the parallelism feature of hardware to conduct 
packet classification. By doing this, the classification process is fast, but 
the available dimension is small, the scalability is poor, and the cost is 
high. Also some operators cannot be directly supported. Morever, the      
utilization of the memory array may not be very efficient. They are not 
practical for PC-based routers. On the other hand, software based algorithms 
generally provide specific dimension classification capability, especially 
the common one-dimensional and two-dimensional classification                   
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algorithms [14]. For example, set pruning tries, grid of tree [15], and          
Area-based quad-tree (AQT) algorithms [16] are two-dimensional                
classification algorithms. However, algorithms that can provide support for 
high-dimensional classification may not well meet the requirements on 
space complexity and time complexity. For example, hierarchical cuttings 
algorithm [17] requires large space in the worst case, and for some other 
algorithms, such as bit vector search algorithm [18] and back tracking             
algorithm, the classifying speed is slower. Cache-based [19] approach also 
does not work very well in practice due to the low hit rate and smaller flow 
duration.  

21.3  The CBNPs Algorithm 

Most of the current packet classification algorithms are based on tree                
structure, but the programming of NPs does not support recursive calls, 
and access of the tree structure is very complex. So we propose a                 
multidimensional packet classification algorithm called CBNPs which uses 
linear data structure. 

The CBNPs algorithm includes two parts: preprocessing and               
classification. The preprocessing is mainly preparations for simplifying 
and accelerating the classification operation. The main function of                    
classification is fast index operations on fields sorting library mapped by 
packet fields.  

Given a rules database RD, assuming it has n of K-dimensional (in the 
case K = 3) rules, represented as r1, ..., rn, respectively. Here ri,j represents 
the value of j-dimensional field of the rule ri. The preprocessing of CBNPs 
algorithm is as follows: 

1) According to the definition of tuple space, we can find the                      
corresponding tuple to the n-rule set. Assume that there are m tuples in             
total, and 1<m<n. Then t1, ..., tn represent the rules contained in the tuple t 
which are stored in the hash table. 

2) Mapping ri,j to the j-axis to form 2n+1 disjoint intervals on the j-axis.  
3) For each interval e (1<e<2n+1) on the j-axis, we assign an m-bit             

vector Be. Each bit in the vector represents one tuple. These bits will be 
sorted by tuple priority. If and only if there exists r ∈ti and the projection 
of r on the j-axis coveres e, we can set the bit corresponding to t in Be to 1, 
otherwise 0.  

Suppose a packet P arrives, then the classification process through the 
rule search is as follows: 
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1) First, in each dimension j, we use binary search or other search                 
algorithms to find the interval corresponding to P, and thus get the bit             
vector Bj corresponding to P in the j-dimension.  

2) For all the bit vectors B1, ..., Bn, we can get the tuple corresponding to 
the bit with the first value of 1 in B. And this tuple is the tuple t with the 
highest priority including the packet P. 

3) In the hash table corresponding to the tuple t, we get the rule r 
matched with P by a memory access. 

21.4  Performance Analysis 

In the preprocessing of the CBNPs algorithm, we assume that there are a 
total of n rules and m corresponding tuples. In a general case, m << n, 
which means the space occupation of bit vectors is very low. Since                 
hundreds of rules are in the rule base of NPs, if we use tuples instead of the 
rule bases, space occupation reduction of each bit vector is considerable.  

21.4.1 Space Complexity Analysis 

As discussed before, n rules projection on the j-axis will produce a                  
maximum of 2n+1 mutual non-covered intervals. If an m-bit vector is as-
signed to each interval, we have the following relation 

  

mnKCs ×+×= )12(                                         (1.1) 

 
where Cs is the space used by all bit vectors, and K represents the                        
dimension. Space complexity of the CBNPs algorithm is O(mn), which is 
the same as that of the parallel algorithm. In the worst case, m = n. But m 
<< n on the average, this greatly reduces space complexity.  

The concept of tuple space is derived through the observation of actual 
rule bases. It is a heuristic solution to solve packet classification issues by 
using the tuple space. This solution can guarantee less space complexity in 
the average conditions, so space complexity of the CBNPs algorithm is 
much less severe than that of parallel algorithm. 
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21.4.2 Time Complexity Analysis 

If the bit of a bit vector is reduced, the amount of memory access required 
to read the vector will also be reduced. Here we have  

 

wmKCt /×=                                               (1.2) 

 

where Ct represents the required times for memory accesses if all bit               
vectors are read, and w is the word length of one memory access. In the 
CBNPs algorithm, vectors can be read on each dimension in parallel, the 
same as bit parallel algorithms. In addition, one memory access is required 
to access the corresponding hash tables to find the matching rules, but this 
access time can be ignored. Therefore, the total time complexity is O 
(t+mn/w). Again, the worst case happens when m = n, and this indicates 
the time complexity of the CBNPs is the same as that of parallel                      
algorithms. Since in most cases the CBNPs algorithm satisfies the                
condition of m/w << n/w, the time complexity of the CBNPs algorithm is 
greatly improved over parallel algorithms. 

21.5  Implementation and Optimization 

From the classification process, it can be seen that when the number of 
partial matching or field matching is 1, the classification process is com-
pleted. So we conduct a direct matching operation to make sure the rule r 
really matches the packet P. In fact, with the assumption that the number 
of part matching or fields matching rules is k, if the cost to directly match 
the k rules is less than the cost to search the rest of the rules, then we can 
conduct direct k times of matching operations. In this way, the                 
classification process can be accomplished faster. How to determine the 
maximum value K that satisfies the above criteria k is a new problem.             
Upper bound of K is hardware-related. The value of K may be different if 
the algorithm is running on different NPs. The CPU instructions used in 
this algorithm are mainly the following: access memory operation               
including SRAM access and SDRAM access where accessing time is set to 
Msram and Msdram; comparison operation where the cost is set to C; logic 
operation where the cost is set to A; testing instructions of location where 
the first bit is 1 in a 16-bit word, for which the cost is set to findset. If k          
filtering rules are left after searching a number of sorting databases, 
whether to conduct direct matching or continue to search depends on the 
following inequality : 
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where 4Msram means using four SRAM memory accesses to fetch a rule r, 
and 5C expresses using five times operations to compare the five fields. 
Msdram uses one SDRAM access to fetch the index which matches the 
packet fields. A is the new preparation set matching the new fields by               
performing bitwise operation to the previous preparation set. The term 
4findset represents using four instructions to find the first bit                   
corresponding to the rule r matched by the fields in the original rule base. 
The term 4Msram+5C determines whether the rule r really matches the 
packet P. Here we can change (1.3) to (1.4). 
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Once a machine is decided to run the algorithm, the cost of executing 

each instruction in the formula can be determined. So is the value of K. 
When the number of rules matched with the entered packets is less than or 
equals to K, the matching operation can be directly conducted without            
further search operation. This will accelerate the classification process. 

21.6  Simulation Results  

The micro engines of NPs provide chained SDRAM memory accesses to 
ensure continuous high-speed access to SDRAM. And the bus arbiter gives 
higher priority to memory accesses from chained SDRAM than other              
micro-engines to ensure that instructions are continuously sent to the 
SDRAM unit. SDRAM chained access is completed by adding chain-ref 
options to the SDRAM instructions. The instruction parameter settings will 
be determined based on the number of rules when the program is executed.  

If the number of rules is less than or equals to 64, we can run the 
SDRAM instructions without parameters while taking a certain field from 
the fields sorting library. The format is as follows: sdram [sdram_cmd, 
$$sdram_xfer-reg, source-opl, source-opt], where [sdram_cmd] means the 
instruction operations; [$$sdram_xfer-reg] is the name of register which 
stores the read data. [source-opl] and [source-opt] calculate the memory 
start address where SDRAM is read and written. By default, one memory 
word can be read each time, so 64 rules can be taken each time.  
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When the number of rules is between 65 and 256, we need to add                
ref-count parameter into the SDRAM instructions. This parameter               
represents how many 4-word length storage units are continuously                   
accessed during each memory access. The SDRAM instructions set                
ref-count value between 1 and 4, so the number of rules is between 65 and 
256.  

When the number of rules is greater than 256, the SDRAM instructions 
with indirect-ref parameter will conduct continuous access of the SDRAM. 
In the edge routers, the rules are few in the rule base. Only about 0.7% of 
the rule bases have more than 1000 rules, and the average number of rules 
in most cases is about 50. 

In this simulation, we adopt K1297 signaling analyzer to simulate 
packet sending, and the operation system for K1297-G20 is Windows NT 
4.0. We use 128 rules to implement this algorithm on NP Intel IXP2400, 
and randomly generate these rules according to the following strategies:  

1) 25% of the rules belong to the same prefix. For example, 166.111.*.* 
is used to simulate the LAN environment.  

2) 50% of the rules are based on TCP, and 45% of the rules are based on 
UDP, because most of the rules are for TCP / UDP protocol.  

3) 40% of the rules are for port 80 (WWW), and 20% of the rules are for 
ports 20 and 21 (FTP).  

In the simulation, we randomly produce 1,000 different types of data 
flows with 100% hits. Each packet length is 64-byte. The rule set has a          
total of 397 rules, in which source or destination address field of 126 rules 
are non-precise bit-string. We have four defined non-precise bit strings, 
which are intranet, extranet and two regions. We also define 24 types of 
services, including a definition of the source port number, and two                   
definitions of a particular destination port number within the range. In ad-
dition, to test the algorithm performance of cases with even larger rule set, 
we randomly generate 2,000, 10,000, 20,000, 30,000, 50,000 and 100,000 
rules. Evaluation results have been listed in Table 1.1, which show the            
average results obtained from 16 times of program running.  

. 

Table 1.1 Measured Results from Real Applications 

  Number of Rules Throughput(Rule/ms) 

       397            3,660 

       2,000            3,660 

       10,000            3,620 

       20,000            3,540 

       30,000            3,440 

       50,000            3,300 

       100,000            3,200 
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From the results, it can be seen that the algorithm fully shows the                

parallel nature of NPs. It is better than the existing packet classification   
algorithms in code complexity and overall performance.  

21.7  Conclusions  

This paper mainly studies the realization mechanism of QoS DiffServ 
model based on NPs. By scheduling and classifying different types of 
packets to access and use the link bandwidth, different data flows can             
receive different levels of services. In this paper, we analyze the existing 
classification algorithms based on NPs. Combined with the features of 
NPs, a multidimensional packet classification algorithm based on a linear 
structure called CBNPs are proposed. The algorithm accelerates the             
classification by reducing the number of classification rules and                     
classification domain width. The simulation results show that CBNPs has 
better comprehensive performance than the current packet classification 
algorithms. 

NPs have both high-speed processing capability and flexible                       
programming capabilities, and they are the ideal solution to support QoS. 
NPs are different from general-purpose processors, and its working              
methods and the development methods has its particularity, so we must 
better understand it in order to efficiently enhance QoS. 
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Abstract. A low power wireless sensor network based on ZigBee 

protocol is presented, for agricultural applications. Bidirectional 

communication is used to allow parameterization of data sampling 

rate. The end devices, which incorporate humidity sensors,               

propagate data over long distances to the coordinator which in turns 

transfers this data to a personal computer for illustration and control 

of the water flow to the plants within a greenhouse. The algorithm 

developed is focused on reducing data packets loss and the circuitry 

used is aiming low power consumption and longevity. Extensive 

experiments have been carried out in real environment to examine 

data packets loss under different operating environments as well as 

for various numbers of end devices/sensors. Finally, the reliability 

of the wireless sensor network has been investigated in the case of 

adjacent greenhouses. 

Keywords. Wireless sensor network, Low power, Agriculture,            

ZigBee, Bidirectional communication 
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22.1 Introduction 

     Wireless sensor networks consist of autonomous devices, spatially              

distributed, which utilize sensors to monitor physical or environmental 

conditions such as temperature, humidity, pressure etc. Lately, there has 

been significant interest as regards agricultural monitoring and                 

performance assessment [1] using ZigBee technology [2]. ZigBee                 

technology in wireless sensor networks offers further capabilities such as 

non-demanding set-up and extension, low operation cost and small in size 

devices [3]. Several studies and applications have been presented in a 

greenhouse settlement monitoring the environmental changes during all 

stages of development of agricultural products [4]. In studies of WSN 

based on ZigBee technology, the low power consumption has been a major 

point of focus. Although ZigBee modules are low power, the sensors used 

in nodes tend to increase consumption dramatically. A lot of work has 

been done as concerns power consumption focusing on the improvement 

of circuits and algorithms [5-6]. In this case study a circuit controlling a 

humidity sensor characterized by very low power consumption is               

presented. Additionally the validity and data packet loss during wireless 

communication is investigated [7]. 

22.2 System specifications 

In today’s intense agriculture, productivity can be increased if                  

environmental variables which are crucial for the development of several 

different plants can be controlled. Soil humidity and air temperature,                 

especially inside a greenhouse, are such important variables. An attempt to 

keep these variables within predefined values requires the establishment of 

an accurate and flexible monitoring system, capable of being deployed and 

operated either inside a greenhouse or in the open field. Such a system has 

to be robust, flexible and wireless in order to be expandable with minimum 

cost and capable of covering long distances if necessary. Also, it has to be 

very low in power for both the sensor- circuit and the transceiver, since it 

will be battery operated, reliable and easily reconfigurable. 

22.3 Description of the proposed system 

Low power consumption is one of the distinct features of ZigBee wireless 

technology and in combination with a low-power sensor-circuit, comprises 



Design and Development of an Optimized Low Power Wireless Sensor Network 
based on ZigBee for Agricultural Applications      239 

a flexible monitoring system able to operate for a prolong period of time. 

Additionally, an algorithm for dummy packages avoidance can increase 

the reliability of a system especially in big networks. Such a system has 

been designed, developed and evaluated and is presented below. 

22.3.1 Sensors 

Using ZigBee technology a ten node network was implemented. Each node 

is a portable device which consists of a microcontroller with a ZigBee 

module, a temperature sensor and a humidity sensor. Each node is powered 

by two (1.5V) batteries. The temperature sensor used is the STTS75. It is a 

precision temperature sensor, with digital output, operating over a -5°C to 

+125°C temperature range.The humidity sensor is a small gypsum block 

with two embedded electrodes, aiming for low cost and simplicity. 

22.3.2 The ZigBee device 

The ZigBee module used for each node was the eZ430-RF2480 by Texas 

Instruments. The eZ430-RF2480 consists of the ultra low power                   

microcontroller MSP430 as well as the low power transceiver CC2480 at 

the frequency of 2.4 GHz making the eZ430-RF2480 a complete wireless 

development tool.  

22.3.3 Low power humidity sensor support circuitry 

The circuit for the humidity sensor is responsible for converting the             

variable resistance across the electrodes of the gypsum block to a dc              

voltage in the range of 0-2 volts. To avoid any electrolysis effects the             

current passing through the gypsum block must be AC. The circuit               

designed for this is shown in Fig. 1.1a. A Wien-Bridge oscillator produces 

a 1V - 500Hz signal which drives a second op-amp. The AC current that 

will go through the humidity sensor can be limited by the resistor R7 and 

the output AC voltage of the second op-amp is directly proportional to the 

resistance of the humidity sensor. If the humidity decreases the resistance 

of the humidity sensor will increase, resulting in a higher output voltage 

swing (VP-P ).  

The peak detector is used to create a dc voltage based on the negative 

peak of the signal. The non-inverting amplifier that follows can have            

variable gain and dc offset in order to give an output of 0-2V for the lowest 

and the highest humidity level respectively.  
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It is worth to notice that while the conversion of the sensor’s resistor to 

voltage is linear the same doesn’t apply for the overall resistance to                 

humidity conversion. Investigating on a Bouyoucos moisture meter 0.5ΚΩ 

of resistance corresponds to 95% humidity while 30ΚΩ to 5% humidity, 

respectively. This non-linearity is shown in the plot of Fig. 1.1b.  

Aiming simplicity and low power consumption, CMOS (TLC271) low 

power op-amps were used throughout the device. The current drawn out of 

each AA alkaline battery is low enough for the circuit to continuant               

operate for more than two years. 

 

 

Fig. 1.1. (a) The schematic of the proposed low power circuit (b) Plotting            

resistance over sensor humidity  

22.4 The network architecture 

The network’s basic topology used for the implementation is shown in Fig. 

1.2. The coordinator and the base computer communicate via serial data 

transfer RS232.  
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Fig. 1.2. Network topology 

In order to extend the range of the wireless network a router can be used 

and end-devices can be connected directly to the router or the coordinator. 

The end-devices combined with the soil humidity and temperature sensor 

referred as nodes and are scattered in the field. Bidirectional                      

communication is one of the most important characteristics of the network 

and helps achieving two goals simultaneously. The first one is the ability 

to reconfigure the end-device by altering the sensors’ sampling rate. The 

second one is the ability to validate the correct transfer of the incoming  

data.  

22.5 Software design 

22.5.1 Coordinator Approach 

This section presents the analysis of the algorithms applied to the end           

devices and the coordinator, emphasizing to the avoidance of dummy 

packets as mentioned above. Figure 1.3a describes the algorithm applied 

by the coordinator. Firstly, varying parameters are initialized including the 

communication of the microprocessor with CC2480, the adjustment of          

serial communication parameters and the offset of A/D converter.                 

Subsequently, the coordinator seeks for end-devices or rooters to be added 

to the network. For the addition to take place the end-devices need to have 

a certain, unique ID that has been defined during the programming. This 

allows conflict avoidance between two identical devices within the same 

area (two or more networks) or in adjacent greenhouse establishments. The 
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coordinator can recognize all end-devices of the network using their              

personal ID and their network key. Subsequently, it will check whether all 

nodes have sent their data packets at the pre-set time points.  

The entire network is controlled by the computer to which the                          

coordinator is connected. Since the system is aware of the nodal sampling 

rate, it is also aware of when each node should be transmitting data. When 

each node starts functioning, an increasing number (1-65535) is provided 

by the coordinator, corresponding to the packet ID. Thus, if a packet is lost 

its ID can be traced identifying the time point its sampling should have               

occurred. The coordinator records which node was the one that has failed 

to transmit and asks for a re-send, assuming that the packet had not been 

sent in the expected allocated time slot. The node that had failed to           

transmit the packet receives the coordinator’s message and transmits the 

packet again. Obviously, if a node fails to send the specific packet over a 

relatively long period of time, it means that the system is facing a problem 

and water resource is terminated for that particular node.  

 

 

(a)                                                               (b) 

Fig. 1.3. Block diagrams (a) coordinator (b) end-device algorithm 

The time window for the data to arrive after sampling is set by the user. 

After all nodes have been checked, the coordinator transfers all data from 

all nodes that have sent data packets. The coordinator is aware of the latter 
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through special flags that have been activated during interrupt procedure. 

The interrupt procedure is being activated when it receives data and                    

allocates the channel for that particular transmitting node. If the entire 

packet is received a confirmation note is sent to the node. 

22.5.2 End-device Approach 

In this section the algorithm used by each node/end-device will be                 

analyzed, as illustrated in Fig. 1.3b. Initially, each node seeks for a                    

coordinator or a rooter, depending on the way they designed. Following 

confirmation, the node may join the network using the ID key. Afterwards, 

the temperature and humidity are getting checked by the sensors. Finally, 

the data is being sent through wireless transmission to the coordinator. 

The end-device is waiting for the coordinator to confirm packet              

reception within a certain time frame. In case no confirmation is received, 

the end-device re-sends the packet that has been placed in a stack. Each 

node uses interrupt for the receipt of data from the coordinator without 

continuously occupying the processor. Upon receipt of a data packet it 

checks which process the packet is referred to. One of these processes is 

the parameter adjustment, such as controlling the sampling rate. Moreover, 

it checks whether the packets, waiting for confirmation in the stack, have 

received their confirmation. Finally, it checks whether the coordinator asks 

for re-transmission. Subsequently it completes the circle by checking once 

again its status within the network and repeats the same process again.  

22.5.3 Computer Algorithm Approach 

The algorithm of the program running on the PC handles data processing. 

At the beginning, the graphical user interface window and the serial                 

communication are initialized. Data processing is taking place right after 

the data reading from the coordinator through serial communication.  

The main advantage of the program is the use of multithreading tech-

nique. One thread is being used for graphic display and another thread for 

processing of data and serial communication. Both threads are getting              

coordinated by the central thread and communicate to each other. 

22.6 The network architecture 

Table 1.1 presents the characteristics of the network constructed.  
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Table 1.1. Network characteristics 

Feature ZigBee Sensor Network 

Re-connection latency 30ms 

Network Establish 0.5s 

Nodes per Master 10 

Connection : PC - Coordinator every 100ms 

Connection : Router - Coordinator every 10ms 

Range in free area 98m 

Extended Range with one router 170m 

Data Transmission to base 1s – 65535s 
 

The rooter communicates with the coordinator more often compared to 

the end-devices, since it has more data to process. Figure 1.4a illustrates 

the percentage of data packets loss in correlation with the                               

sampling/transmitting time intervals for one node and ten nodes,                   

respectively, directly connected to the coordinator. The larger the sampling 

time interval, the smaller the percentage of data packets lost.  

 

 
(a)                                                                                    (b) 

Fig. 1.4. Data packets loss in correlation with sampling and distance 

Figure 1.4b shows the measurement of packet loss ratio over distance 

between an end device/sensor and the coordinator for an empty                      

greenhouse. The packet loss ratio increases dramatically for distances well 

above 90m up to the threshold of some 98m where the communication 

stops. 
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Fig. 1.5. Humidity during cycle of irrigation 

Figure 1.5 shows the variation of the soil humidity when the system is 

active. The margins are set to be between 35% and 45% and the graph              

depends heavily on the texture and the quality of the soil as well as the           

climate conditions. It can be seen that although the upper limit is set to be 

45% this can be exceeded making more obvious the need for increasing 

sampling rate during irrigation.  

Table 1.2 presents the packets loss and the maximum communication 

range for a single node operating within a greenhouse with different types 

of cultivation.  

 Table 1.2. Performance characteristics for different types of cultivations 

Field Max Range(m) Packets Loss% 

No Plants 98 0.5 

Chrysanthemum 38 3 

Tomato Plants 22 4 

 

After 2000 cycles of operation it is shown that the maximum              

communication range in a greenhouse with chrysanthemum is about 38m 

and the packet loss some 3%. This is as expected since the communication 

between access point and coordinator is worse due to the height and the 

density of the vegetation. This justifies the measurement results taken 

while cultivating tomato-plants whose density and height is greater,          

resulting to lower communication range and higher packet loss. The                  

reduction in data packets loss in correlation with sampling time intervals of 

a single node of Fig. 1.6a gives and insight into the results presented 

above. 
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(a)                                                           (b) 

Fig. 1.6. (a) Data packets loss according to the type of cultivation (b) Data packets 

loss on adjacent greenhouses 

The reliability of the proposed WSN tested in two adjacent greenhouses, 

too (max. distance in between them was 20m). Two nodes were used in 

each greenhouse while both were empty. Each greenhouse had its own 

network, coordinator and personal computer while the nodes were 50m 

away from the coordinator. The evaluation results are shown in Fig. 1.6b. 

22.7 Conclusions 

An improved wireless sensor network for agriculture applications has 

been presented. Its main characteristics are the low power consumption, 

thanks to ZigBee technology and low power circuits for the sensors and the 

reduced packets loss ratio due to the advanced algorithm used.                  

Bidirectional communication allows confirmation of valid data and             

parameterization of sensor sampling rate increasing reliability. Extensive 

investigations have shown decreased packet loss during transmission either 

within an empty greenhouse or with different types of cultivation. Finally, 

packet loss has been examined in the case of similar networks in adjacent 

greenhouses. 
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Abstract. Traditional approaches on attacking adaptation issue in 

adaptive web based systems are very complex seen from the                   

perspective of their design and development. The lack of effective 

general purpose adaptation algorithm for adaptive web sites renders 

it applicable only in isolated cases like virtual education or                     

e-commerce. In this work, an algorithmic formalism towards                   

adaptation, by utilizing web site’s link structure and similarity              

matrix has been introduced. The revealed results indicate a good 

performance on per-user based adaptation as well as adaptation for 

groups or clusters of users.  

Keywords. Adaptive Web Sites, Adaptation algorithm, Document 

similarity, Clustering, Data mining 

23.1 Introduction 

Many of the traditional web pages used today suffer from                              

“one-size-fits-all” [1,19] problem, i.e. the same information will be              

presented to all visitors over and over again. The solution for overcoming 

this situation is the development of Adaptive Web Sites, which represent 
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Web-Based Systems that tend to arrange their content, structure or both 

based on user access preferences. 

The adaptation process in such systems is done by building a model of 

goals, knowledge and preferences as well as using this in interaction with 

the user while browsing. In traditional adaptive web based systems such an 

interaction is done by building a user model and applying the same for 

adapting the content or structure in the function of the user itself [3]. This 

relationship between system, user and adaptation is presented in the form 

of user modeling-adaptation loop [3] where, the system collects data about 

user, processes the same and finally presents it in an adapted way. There 

are two distinctive levels on the sense where adaptation can be performed. 

The first one is known as content-level adaptation where the adaptation is 

done on content presentation and the second is recognized as link-level             

adaptation where adaptation focuses on link structure manipulation. The 

former is known as Adaptive Presentation and the latter is accepted as 

Adaptive Navigation Support [3]. 

23.2 Related work 

Most of the adaptive web based systems developed are described as                    

integral systems consisted of many modules such as user profilers, log and 

web usage miners, content managers, web authoring tools, information                

acquisition tools and searchers [6]. However, in many approaches, there is 

no clear algorithmic description that accomplishes the adaptation process. 

One approach introduces a technique called conditional object inclusion 

[4] where different pieces of information are included in the page if certain 

conditions are met based on predefined rules. 

Many of the systems developed utilize Ontology tools as a language for 

defining the concept level of the domain [17, 18] as well as some tools for 

automatic code generation for expressing the Event-Condition-Action                

aspects of their application [7]. Some adaptation approaches strive to be 

preference based constraint optimization techniques which are derived 

from qualitative decision making theories. One such approach is the                 

application of CP-Nets [8] (Conditional Preference Networks), where the 

user preferences are constructed as CP-Nets instances of most desirable 

presentation that satisfies certain user request. Some approaches involve 

also the use of agents through grid agent e-Learning model [20]. Other             

approaches tend to be more adaptive navigation support oriented [6, 9, 10]. 

In [10] is analyzed the possibility of adaptive navigation support for                

simplifying web traversals by means of web log analysis and navigation 

pattern creation. This web traversal simplification is done through                   
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optimization of patterns for traversing the navigation graph through                   

skipping irrelevant graph nodes, skipping irrelevant graph nodes on per 

user basis, providing shortcuts to popular documents and reacting to                

temporal phenomena [10]. Another approach [9] extends the above               

mentioned by adding other data mining techniques used for further                 

adaptation such as association rule mining, cluster mining or sequential 

pattern  mining [6]. The main drawbacks of all the above mentioned              

proposals can be outlined as follows: 

1. Lack of clear adaptation formalism and algorithm on how the adaptation 

is performed? 

2. Overlook of the importance of data in the documents in the sense what 

they represent in the overall data corpus rather than how they are               

structured. 

3. Extensive use and definition of rules on how and when the adaptation 

should occur which sometimes represents a problem in the sense of 

number of rules that need to be defined. Our proposed approach,             

completely omits this step. 

The benefit of the introduced approach lies in the ability of the system 

to adapt to user’s browsing behaviour “on the fly”, i.e. while user is still on 

the site by following its natural browsing pattern without direct                  

intervention. This approach is suitable for general purpose adaptive web 

based systems. 

23.3 A novel approach on adapting web content to users 

Many frameworks have been designed to address the issue of adaptive web 

sites like [11]: AHA!, SKILL, Multibook, ACE, ART-Web, MetaLinks, 

LAOS and GOMAWE. In [13] we have introduced a framework for                 

adaptive web based systems using layered approach to address the                  

complexities that arise from implementing such systems. The framework is 

consisted of five layers named as: data layer, concept layer, user layer, 

adaptation layer and presentation layer.  

 

 

 

 

 

 

Fig. 1.1. The adaptation apparatus used in our approach 
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The concept layer was elaborated on [13] while the user layer on [12] 
and in this contribution we get focused on adaptation layer with proposal 
of new algorithmic approach on adaptation. The overall adaptation process 
solicited in our approach is consisted of three main constituents as depicted 
in figure 1.1. The indexer creates the vector space model [15] for every 
document that web system is consisted of as well as it keeps relationships 
between real documents and those from vector space model. For vector 
space generation, term frequency - inverse document frequency (tf-idf) and 
Latent Semantic Indexing (LSI) is used. The similarity matrix generates 
similarity metrics between documents represented in a matrix form. For 
this purpose Jaccard and Cosine Similarity is utilized. 

23.3.1 Adaptation algorithm 

The proposed adaptation algorithm manipulates two matrices necessary for 

adaptation. The link matrix which represents an adjacency matrix of the 

entire link structure of the hypertext system and similarity matrix that deals 

with similarity measures of its documents. 

Let L represent a matrix of relationships between pages or atomic 

pieces of information [13, 14] and S be a similarity matrix between such 
documents or atomic units given in the forms: 
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Then, for every element of the matrix L  it applies that ijji ll ,, =  where 

ni ,...,1=  and nj ,...,1= . Form the values of indexes i and j , two distinct 

vectors that comprise documents being similar to jil , can be retrieved. The 

fetched vectors are ),(1 ipv where np ,...,1=  and ),(2 jqv  where 

nq ,...,1= , Lll ijji ⊂, ,,  and Sjqvipv ⊂),(),,( 21 . 

Our approach initially sorts the vectors v, which are columns or rows in 

matrix S and show them to the user in the form of links or short texts. The 

complete algorithm is given as a pseudo code illustrated as below. 

The algorithm returns a sorted similarity vector for each jil ,  values form 

link matrix L . The introduced algorithm is suitable for both                    

personalizations where similar content related to jil ,  is shown to a single 

user or to a group of users that share the same interests. The latter can be 
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achieved by clustering the similarity matrix by discovering the most                 

interesting groups. 

Algorithm 1: Pseudo code for adaptation algorithm 

  return
for end

for end

for end

do  to  for

 print
do  to  for
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The suitability of the approach is assessed with the experimental results 

gathered by using the above mentioned algorithm. 

23.4 Experimental results 

Experimental results are collected from real life web site of South East 

European University (http://www.seeu.edu.mk) from where we extracted 

approximately 117 distinct documents out of which the link matrix and 

document similarity matrix (for both Jaccard and Cosine similarity) has 

been constructed. It is worth mentioning that vector space model created 

with LSI is far more superior to that of tf-idf due to its ability to find                 

hidden relationships between terms rather than performing only occurrence 

calculations on such terms on each document. Figure 1.2 shows the                    

average similarity values found by Jaccard and Cosine approach on both 

tf-idf and LSI vector spaces. For this purpose, the level of adaptation that 

the algorithm recovered in the sense of presenting content to both an                 

individual or groups of users has been analyzed. 

23.4.1 Adapting content in per user basis 

In order to test the functioning of our adaptation algorithm, let us consider 

a use case where a user enters the home page from where it browses the         

information page, represented in indexer as p12. From this point on the              

algorithm tries to find similar documents related to p12 where the user                 
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initially navigated. These documents are retrieved from similarity matrix S 

and sorted according to their relevance based on similarities. Therefore, for 

visibility reasons, as depicted in table 1.1, we have considered a limited 

number of retrieved documents due to large dataset analyzed. The                  

algorithm works optimally for the total number of documents as well. 

 

Fig. 1.2 Average Similarity Measure for TF-IDF and LSI vector space 

Table 1.1 New documents recovered by the proposed adaptation algorithm  

Vector 

Space. 

Similarity 

Measure 

Initial link set After click on  P12 New Content  

Recovered 

TFIDF Jaccard (p12, p24, p25, p26, p27) (p23, p24, p27, p28, p29) (d27,d11,d100,d84,d45) 

LSI Jaccard (p12, p24, p25, p26, p27) (p23, p24, p27, p28, p29) (d27,d11,d100,d28,d32) 

TFIDF Cossine (p12, p24, p25, p26, p27) (p23, p24, p27, p28, p29) (d27,d11,d100,d84,d87) 

LSI Cossine (p12, p24, p25, p26, p27) (p23, p24, p27, p28, p29) (d27,d11,d100,d200,d28) 

This is seen in figure 1.3, where the total number of similar documents 

recovered by adaptation algorithm with a cutoff threshold taken as their 

average similarities in relation to initial documents found in web site for 

the same average is shown. 

 

Fig. 1.3 Total number of documents recovered by the adaptation algorithm in               

relation to average similarities for both TFIDF and LSI vector spaces. 
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23.4.2 Adapting content for groups of users 

The proposed adaptation algorithm is suitable for recovering whole pages 

or atomic units that are similar to jil ,  which can be presented for groups of 

users that share a common interest. For this purpose, clustering methods 

can be applied to similarity matrix S. The sole constraint to the algorithm 

here is that an additional user profiling tool is required for matching users 

to a certain cluster. For creating clusters from the similarity matrix, 

VARKmeans [16] clustering algorithm was used. In VARKmeans the 

number of clusters was defined a priori and found by running a PCA                  

(Principal Component Analysis) on document similarity matrix thus result-

ing with optimum number of four clusters.  

The number of documents that each cluster contains for different                  

similarities and vector spaces is shown in table 1.2  

Table 1.2 The number of member documents for each cluster 

Vector 

Space. 

Similarity 

Measure 

Cluster 

I 

Cluster  

II 

Cluster  

III 

Cluster 

IV 

TFIDF Jaccard 41 16 37 23 

LSI Cosine 24 37 19 37 

TFIDF Jaccard 52 30 23 12 

LSI Cossine 23 10 45 39 

In order to interpret the found clusters, VARKmeans creates a                  

correlation matrix between clusters that presents the most suitable                 

documents above the average similarity threshold as shown earlier in fig 

1.2. The four clusters discovered correspond to following interpretations: 

Cluster I: Presents related similar documents that give insight about 

general aspects of SEE University like: contacts, university governance 

and organization (the rector, senate and the university board), research and 

publication done in the university. 

Cluster II: represents a complete ”news desk” cluster by giving                          

information about news and events at the university, information about           

students, study programs for second cycle studies as well as some internal 

and external links. 

Cluster III: Gives detailed information about research and publication at 

SEEU like: scientific research centers, information and announcements 

about research as well as information about third cycle studies. 

Cluster IV: is a cluster that gives insight about conferences at SEEU, 

publications and volumes of SEEU research journal. 

Having all these results, the overall efficiency of the algorithm                     

compared to the initial link state before and after the adaptation algorithm 
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applied for both per-user based adaptation and group based adaptation is             

illustrated as in figures 1.4 and 1.5. 

 

Fig. 1.4 The performance of the adaptation algorithm on per-user content               

adaptation 

It can be seen from above that for LSI vector space the algorithm shows 

effectiveness of more than 50% and for TFIDF vector space is more than 

36% compared to initial 5% in the link matrix. 

Measuring the performance of the algorithm concerning adaptation for 

groups of users we compare the ratio of total number of documents in               

relation to most suitable documents in overall four clusters as well as in 

per cluster basis. The result of the performance on overall clusters is              

depicted in Figure 1.5.  

 

Fig. 1.5 The performance of the adaptation algorithm on overall four clusters 

Table 1.3 illustrates the performance of our algorithm on per cluster basis 

in comparison to initial link matrix. 

 

Table 1.3 The performance of the adaptation algorithm on per cluster basis 

Vector 

Space. 

Similarity 

Measure 

Cluster  

I 

Cluster  

II 

Cluster  

III 

Cluster 

IV 

TFIDF Jaccard 30.5% 13.8% 36.1% 19.4%
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LSI Cosine 15.6% 29.1% 20.8% 36.4%

TFIDF Jaccard 0.02% 18.1% 27.2% 54.5%

LSI Cossine 27.2% 27.2% 13.6% 27.2%

23.5 Conclusion and future work 

The adaptation approach introduced here uses a straightforward algorithm 

that retrieves and delivers adaptive content to visitors and omits the use of 

rules defined by web site administrator which in many cases are endless 

and subjective to webmaster’s judgment. We consider, based on the above 

mentioned results, that the approach is suitable for general purpose                  

adaptive web based systems. We also introduced some preliminary results 

concerning the documents that the algorithm retrieves, which can be of            

potential use to the visitor. 

The future work would involve developing a web application that would 

implement the approach in real life as well as evaluating the degree of help 

that such an approach is of use to the web site visitors. 
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Abstract. We study a class of Internet-based virtual environments 

with high interactivity and soft real-time requirements. A relevant 

representative of this class are Real-Time Online Interactive                 

Applications (ROIA), examples being multi-player online games 

and high-performance e-learning and training systems. We present 

how the European project edutain@grid addresses the development 

of scalable ROIA. After describing the four-layer service-oriented 

architecture of edutain@grid, we focus on the Real-Time                  

Framework (RTF) – our novel development and middleware                

solution for ROIA – and report experimental results demonstrating 

performance and scalability of our approach. 

Keywords. Grid Infrastructure, Real-Time Framework (RTF),                

Interactive Applications, Virtual Environments, Multi-player Online 

Games, Resource Management, Business Models. 
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24.1 Introduction 

This paper addresses a challenging class of emerging Internet applications 

– so called Real-Time Online Interactive Applications (ROIA). Current 

examples of such environments are massively multi-player online                  

computer games (MMOGs) and high-performance systems for                          

simulation-based e-learning and training. Because of the very high                        

interactivity and the soft real-time requirements of ROIA, the main                     

difficulty in their development is how to make them scalable, i.e. to                 

maintain the real-time constraints and responsiveness when the number of 

users increases. This can be achieved by, first, distributing and                 

parallelizing computations in the application design and, then, efficiently 

supporting computations and communication over multiple servers. 

We describe in this paper a comprehensive middleware solution built 

within the European project edutain@grid that provides: a) a high-level 

development API for ROIA, and b) a complete Grid runtime support for 

their scalable multi-server execution. The paper is organized as follows. 

We describe the challenges of ROIA and then outline the hierarchical               

edutain@grid architecture and comment on its innovative features. We               

focus in detail on the Real-Time Framework (RTF) that enables the                 

high-level development and execution of scalable ROIA. Finally, we             

present our experimental results on scalability and performance and                 

conclude the paper. 

24.2 Real-Time Challenges 

Real-time virtual environments comprise the important sector of the              

entertainment industry, including computer gaming, with high growth rates 

worldwide. The market of Massively Multiplayer Online Games (MMOG) 

grew from 10 thousand subscribers in 1997 to 6.7 million in 2003 and the 

rate is accelerating estimated to 60 million people by 2011. 

Regarding the design and implementation, the most widely employed 

architectural model for online games is the multi-client and multi-server 

version of the client/server architecture [1, 2]: it consists of a set of servers 

that are concurrently accessed by a number of users that dynamically and 

actively interact with each other within a game session. Clients connect       

directly to the servers and send their play actions such as movements, 

shootings, collection of items, or chat. Based on the actions submitted by 

the players, the servers compute the global state of the game world                    

represented by the position and interactions of the entities, store it into a 
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persistent database, and send appropriate real-time responses to the players 

containing the new relevant state information, typically in a high-speed 

data stream. In most game 

genres, the responses must be 

delivered promptly within a 

given time interval to ensure a 

good game experience for all 

participants, which is crucial for 

keeping the players engaged, 

and has an immediate 

consequence on the income of 

the game operators. 

Typically, the load of one server increases dramatically with the number 

and density of the hosted players and their interaction within the simulated 

world. Today, a single computer is limited to support around 500                

simultaneous and persistent network connections, and databases can               

manage the update of around 500 objects per second [3]. To support                

potentially millions of active current players and even many more other 

game entities, hosters need to install and operate a large dedicated                 

multi-server infrastructure [4], with hundreds to thousands of computers 

hosting the load of each game [1, 5]. However, due to the dynamic                   

character of ROIAs, both in short- and long term, the resource providers 

often have to over-provision their infrastructure, which leads to an                       

inefficient resource utilisation, such that new providers find it difficult to 

join the market. For example, the operating infrastructure of World of 

Warcraft employs over 10,000 compute servers. To cope with an                            

increasing demand in the number of players connected to extremely              

popular games, techniques for parallelising and distributing the ROIA load 

across multiple computational resources have been extensively                       

studied [2, 6]. 

The next generation of distributed online games, for which no massively 

multiplayer support exists yet, are the fast-paced First Person Shooter 

(FPS) action games. The FPS type of online games has very specific QoS 

demands in terms of client state computations and updates. For example, a 

typical FPS game client has to receive state updates from the server                

(showing the movements and actions of teammates and opponents) with a 

frequency of around 35 Hz in order to offer a satisfactory gaming                

experience. 

Fig. 1. Server real-time loop 
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24.3. Modeling ROIA 

In this section, we present our model for the ROIA ecosystem from the           

resource management perspective, in which a global network of data                  

centres host services that execute many ROIAs at the same time. 

ROIAs are large-scale simulations of persistent worlds comprising                

various objects or entities that we classify in four categories: (1) avatars 

are representation of the participants; (2) bots or non-player characters 

(NPC) are mobile entities that have the ability to act independently; (3) 

movable objects (such as boxes or guns) are passive entities which can be 

manipulated but do not initiate interactions; and (4) immutable entities or 

decor. 

The architectural model employed for ROIAs is client/server [1], with 

hosting companies maintaining the servers that simulate a distributed 

ROIA world. The clients dynamically connect to a joint ROIA session and 

they execute a so-called real-time loop; at each iteration they interact with 

each other by sending play actions such as movements, shootings,                

operations on objects, or chat commands. 

At each loop iteration (also called tick), several steps are performed:       

(1) processing events coming from the clients, (2) processing the states of 

the active entities, and (3) processing state updates from other servers. 

Depending on the game, typical re-

sponse times to ensure fluent play 

must be below 100 ms in online FPS 

action games and 1-2 sec for 

MMORPGs [7].  

To ensure scalability and real-time re-

sponse, a ROIA session is distribu-ted 

on multiple servers using three differ-

ent techniques (see Fig. 2), and each 

participant is mapped to one of the 

servers, usually to one in its proximity 

to minimise latencies. 

Spatial scaling of a game session is 

achieved through a conventional paral-

lelization technique called zoning [2], 

based on similar data locality concepts as in scientific parallel processing. 

Zoning partitions the game world into geographical areas to be handled      

independently by separate machines. Zones are not necessarily of same 

shape and size, but have preferably an even load distribution. 

Fig. 2. Zoning and replication 
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Our novel distribution technique called replication targets                  

parallelization of ROIA sessions with a large density of players located 

and interacting within each other's area of interest. Such situations are 

typical to fast-paced FPS action games in which players typically gather in 

certain hot-spot areas; this overloads the ROIA servers which are no longer 

capable of delivering state updates at the required rate. To address this 

problem, replication distributes the load by replicating the same game zone 

on several CPUs. Each server computes now the state for a subset of            

entities called its active entities, while for remaining, shadow entities the 

state is obtained from the servers where these enities are active, i.e. a              

synchronisation across servers takes place. We demonstrated in previous             

research that the overhead of synchronising shadow entities is usually            

significantly lower than the overhead of computing the load produced by 

active entities [5]. 

The third distribution technique called instancing is a simplification of 

replication: it distributes the session load by starting multiple parallel               

instances of the highly populated zones. The instances are completely              

independent of each other, i.e. two avatars from different instances will not 

see each other. 

24.4 The Architecture of Edutain@Grid 

The edutain@grid service-oriented architecture comprises four distinct 

layers as shown in Fig. 3.  

The client layer is where the primary access from the customers to the 

edutain@grid platform is performed. Customers ask a coordinator for        

connection, get information, launch or join, display, and globally interact 

with the different available ROIAs. The coordinator is an organisation that 

makes a ROIA instance accessible to its consumers, and coordinates actors 

in the lower layers to deliver the required ROIA. The underlying Grid and 

its technical functionalities are thus completely hidden from this layer. 

The business layer is where the different business interactions between 

the actors are supported. These include the registration of customers with a 

Coordinator, the establishment of SLA with Hosters to provide the                

required resources, the licensing of application components and                  

multimedia content, and accounting and billing processes. This layer is 

implemented using Web Services technologies, and provides services for 

each actor to support its business interactions with other actors. The         

advanced SLA technology ensures realistic and viable Quality of Service 

(QoS) metrics. 
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The management layer is where the Grid-style resource management 

methods are used to map the requirements of users (expressed through 

their business-level demands on the coordinator) to the available resources, 

all subject to the terms of SLA negotiated in the business layer. The               

management layer handles the deployment of ROIA software and content 

to individual hosts, the management of security policy to enable users and 

hosters to access each other, and the scheduling, monitoring, and steering 

of ROIA onto the hoster resources to ensure that they meet the terms of 

their SLA. This layer is implemented using Web Services technologies, 

though not all services are exposed to the other actors. 

24.5 Real-Time Framework (RTF) and Performance 

The real-time layer in Fig. 3 is where the ROIA actually execute, using   

resources (CPU, file storage, and network bandwidth), and security                

credentials assigned to them by the management layer. Customers that 

contacted a coordinator within the 

client-layer for a connection to a ROIA 

instance use the obtained information 

to connect to one of the executing 

ROIA processes at a participating 

hoster. The real-time layer provides 

scalability to a large number of online 

customers, as well as fast                    

communication links between 

application components and users.  

24.5.1 Real-Time Framework 

The Real-Time Framework is a grid-aware computation and                

communication middleware for Real-Time Online Interactive Applications 

(ROIA). It offers dedicated functionality needed by online games and              

virtual environment training and e-learning applications. Furthermore, it 

enables in-application monitoring and controlling, streaming, and                   

integrated persistency for application states. The RTF establishes                

communication channels between participating clients and servers and 

communicates events and state updates over these channels in a                    

bandwidth- and latency-optimized manner. The RTF functionality is               

offered to application developers in form of a C++-based modular library.  

Fig. 3: The Edutain@Grid layered 

architecture 
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The high-level development approach of RTF provides a developer’s        

interface that also supports a smooth transition from single-server to          

multi-server development [8]. RTF's interface virtualizes the application 

data distribution along the zoning, instancing and replication concepts for 

ROIA developers. As the developer no longer communicates with                 

dedicated resources, RTF and edutain@grid can manage the distribution of 

data and the related computations transparently for the developer, while 

communication channels are redirected underneath if necessary and data is 

migrated accordingly to resource management decisions triggered in the 

remaining edutain@grid layers. 

RTF is integrated into the edutain@grid security architecture and allows 

clients authentification (single sign-on), encrypted communication                    

connections and authorization support without bothering the application 

developer or user with details. 

24.5.2  Performance Experiments for RTF 

This section reports our preliminary performance experiments. They were 

conducted using the test application suite RTFDemo developed in                

Muenster following the RTF-development methodology. In this test                

application, users participate from their clients in an online game scenario 

controlling a robot avatar in an abstract virtual world. The virtual world 

can be operated in different ways: with a single RTFDemo-ROIAProcess 

or being zoned or replicated on several ROIAProcesses for parallel and 

distributed operation.  

Using the RTFDemo application suite, the following performance               

experiments have been carried on in a local area network: 

1. Test the maximum number of players that is supported by one single 

server for this test application. This test allows the comparison of 

performance improvements between different RTF versions. 

2. Test the scalability of the zoning approach within RTF for multiple 

servers. This test checks the max-

imum number of users still able to 

play while maintaining the appli-

cation's real-time require-ments 

for an increasing number of zones. 

The screenshot in Fig. 4 shows a scene 

from the performance test. The avatar of 

the client application that was used for 

making the screenshot is marked by the 
Fig. 4. RTFDemo screen 
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green ellipse and all the other shown robots are computer-controlled              

clients. Four different scalability tests were run and Fig. 5 shows the          

measured CPU load for the 1, 2, 4 and 8 ROIAProcess setup and various 

client numbers. The clients were distributed equally between the servers 

and could migrate between the available zones. The results show that the 

usage of additional servers significantly increases the number of possible 

users. For the fast-paced RTFDemo, the scalability is nearly linear,                     

allowing up to 1200 clients when using eight zones. 

Our experimental results show that: 

1. The overhead of the current RTF implementation is quite low,               

allowing the client numbers even on a single ROIAProcess (170               

clients for the RTFDemo) to favourably compare to those of                  

fast-paced commercial action games (usually up to 64 players, e.g., in 

Battlefield 2). 

2. The multi-server version using 

the zoning approach enables a    

significant increase in the number 

of participating clients. Zoning in 

RTF supports a smooth and 

seamless migration of clients              

between adjacent zones, thus         

providing a single, seamless 

virtual world to the users. 

 

24.6 Related Work and Conclusions 

Edtuain@Grid is based on well established software technologies and               

experiences from the business- [9], resource management- [10] and               

scalability area [11] that were extended, optimized and integrated for the 

specific requirements of ROIA. 

Compared to Grid middleware systems such as Globus [12], gLite [13] 

and UNICORE [14], which enable high-throughput applications by sharing 

computational and storage resources among individual and institutional 

users, edutain@grid delivers a novel platform for secured, multi-hosted 

ROIA applications, allowing them to scale beyond the limits of any one 

hoster, as well as to take into account such important in-application               

Fig. 5. Average CPU load for 

different setups and client numbers. 
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characteristics of ROIA like zones, instances and replications during               

service provision and resource management. 

The RTF provides a new balance between complexity and flexibility for 

the ROIA development where real-time communication and consistent       

distribution of data and computational load impose a high burden: 

• Compared to existing approaches in the field of basic                        

communication middleware like Net-Z, RakNet or HawkNL, a 

much higher level of abstraction is provided including automatic 

entity serialization and hiding the details of the network                        

communication. 

• Compared to reusable game engines like the Quake or Unreal               

engines, RTF is significantly more flexible because it is not bound 

to a specific graphics engine and leaves the real-time loop             

implementation to the developer, who is now supported by the 

high-level mechanisms of RTF for entity and event handling. 

• The multi-server capability of RTF allows the application                      

developer to easily incorporate three different parallelization and 

distribution approaches and their combinations and is open for               

extension in future game designs. This flexible support of different 

parallelization concepts and their combinations allows RTF to be 

usable for a broader range of multi-player game concepts than               

existing multi-server middleware products like BigWorld,                          

HeroEngine or Virtiverse which are limited to zoning and                

instancing. 

• RTF is integrated with the resource management and business               

aspects of the ROIA service provisioning within the edutain@grid 

system. It provides automatic ROIA monitoring and controlling 

facilities which enable the management layer to use new                   

prediction techniques for the QoS-aware resource management 

and load balancing. Furthermore, edutain@grid provides a                  

comprehensive security concept with authorization support across 

all layers [15]. 

24.7 Conclusion 

In this paper, we described the novel approach of the European                        

edutain@grid project to developing and executing real-time virtual                 

environments in a scalable manner, as the number of users is increasing 

and must be supported by employing additional parallel servers. 
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The findings of the project demonstrate that the four-layer architecture 

of edutain@grid facilitates both the high-level development and the                  

efficient runtime execution of Real-Time Interactive Applications (ROIA). 

We have described the results of the performance experiments that                   

demonstrated good scalability characteristics under hard conditions for a 

multi-player gaming environment. 

These tests are the first performance experiments of the stable                           

implementation. Performance evaluation of RTF will continue and include 

also the replication parallelization approach and distributed setups. Not 

only the RTFDemo application will be used for testing, but also the pilot 

applications developed in the consortium and other evaluation ROIAs              

developed by the project partners. 
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Abstract: - This work investigates the role of edutainment using 

avatars as tool to represent the entertainment attributes in an                   

e-learning framework.  The empirical investigation aimed at               

measuring usability of two experimental interfaces: typical                       

e-learning and multimodal e-learning system. The usability of these 

two environments was analysed by one dependent group of users. 

The results presented here confirmed that edutainment interface as 

learning medium persuaded users more than the typical version.  

  
Keywords. Avatar, Edutainment, E-learning, Human Computer              

Interface (HCI), Multi-modal, Non-edutainment, Virtual reality 

(VR). 

 

25.1 Introduction  

Philosophers and psychologists’ arguments in the area of effective learning 

and HCI demonstrated that humour or entertainment is one of many                 

important factors that help in developing improved learning [1-9].  And 

when students enjoyed more in the class, learning outcome increases.   

Nevertheless humour is part of various aspects of our life, and it’s without 

1 2 

1 



270    D. Rigas, K. Ayad  

doubt necessary for many of us. Therefore humour should be  an issue of  

future multimodal interfaces,   especially in the area education [4, 10, 11].  

In this way elearning as new learning medium can engage students in                

individualized environment where they can explore and learn concept and 

content to meet their specific needs [9, 10, 12-14]. The result is the                     

invention of new interfaces utilized in any circumstances and situations 

when required [15].    

    In this direction of integration, edutainment appeared as an area which is 

adapting multimedia interaction methods to produce educational learning 

materials in some kind of entertaining forms.     

    In this study users entertained mainly with human like avatars                

conveying knowledge with multimodal metaphors in an interesting and    

entertainment way.  

25.2 Previous Work  

A number of studies have been carried out with significant results [16-20] 

to measure the user’s amusement and their involvement within E-learning 

systems. 

 

    One particular study [17] demonstrates  the use of streaming multimedia 

narratives in web entertainment.  The idea is to make users stop or                

navigate through hot links that lead to extra information, whilst watching 

entertaining and engaging cultural tours which stream continuously for 

several minutes.  By quantifying the number of mouse clicks, the results 

showed that the users who clicked more times reported less entertainment 

and engagement.  That is what the author called the "less clicking more 

watching" design approach.  The research also recommended that the 

maximum time that the users can watch is around 5 minutes.  The study 

summarized that web entertainment can be passive and the approach                

suggested somewhat benefits the users and it can be a design guideline for 

at least one domain [17].  

 

    Further work [21] has been conducted on bio-edutainment VR-enhanced 

bio-molecular education using a gaming model.  3D visualized                         

environment, 3D audio, protein music, and 3D gaming interface integrated 

to form 3D edutainment VR game for bio-molecular learning.  This                 

gaming environment enables the player to discover important protein 

structure. With the game devices incorporated, players can have better              

interaction with virtual bio-molecular world during their learning process. 

Students can repeatedly play the game as many times as they wish.  The 
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developed tool can be used to handle all bio-molecules in Protein Data 

Bank (PDB) with their structure determined by X-ray crystallography.  

Moreover, playing X games allow all age levels of students to learn               

bio-molecular structure and also it helps to  understand complex structure 

of bio-molecules (Proteins). Experiences accumulated by users  during 

playing this type of games, helps to develop their curiosity and skills to 

explore the complex world of science[21]. 

25.3 Experiments and Methods  

Two interfaces have been designed and developed.  The first multi-modal 

E-learning platform encompassed edutainment elements. The second                

interface was non- edutainment interface.  Everything in both interfaces is 

similar in terms of content and number of tasks but differs in the means of 

presenting the information or material.  Please refer to Table 1.1 shows the 

features incorporated in both interfaces.   

    Each platform contains two chapters (Case 1, Case 2) in which difficulty 

gradually increases from Case 1 to Case 2.  To avoid any familiarity with 

the topic and the interface sampling in the experiment, random rotation 

technique was applied between platforms and also in terms of chapters 

(Cases). Tasks were divided into 2 groups, the first recognition questions 

and the second recall. Again tasks increased in term of difficulty                    

(easy - moderate - hard).   

    The user must use both interfaces and they have to decide which                 

interface is better and enjoyable through a feedback. The study targeted 

high level educational students (Master & PhD Students), and the subject 

matter examined as E-learning content was Human Computer Interaction 

(HCI). 

An avatar (sound and human like expressions) as an assistance tool was 

used to convey the message to the student by incorporating amusing                

elements such as jokes, facial expression and body gesture.   

25.4 Design of Experimental Platforms   

   The plan was to employ the avatar to read to the user the subject matter 

and to entertain the learner by jokes, gesture, facial expressions, Fig. 1.1 

(a).  The screen was divided into two parts; left part is for avatar display 

with optional button to stop the avatar at any time; the right part is for text 

display.  After the user has finished the training parts within the specific 

case, they are then examined to test how much they have memorised. Fig. 
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1.1 (b) shows a snapshot for multiple questions type.  In this type of               

exercises the questions are represented by 4 labeled boxes.  First box                   

usually is for questions labeled (Q1, Q2, Q3….), the rest are for answers               

labeled (A1, A2, A3….).   

    As a result to check the correct answers the user must rollover the 

mouse over the remaining boxes or answers.      Once the user clicked              

chosen answer, an entertaining short message appears as positive or              

negative feedback.  This response was represented by some kind of            

amusing avatar gesture accompanied with short text and sound message as 

seen in Fig. 1.1 (c). 

      When the student provides no action for several seconds                      

(approximately 30 seconds),   the program launches an immediate                

humorous prompt reminding the user by his/her slow act in taking a              

decision, which is in turn to motivate  the client to take faster action.  

25.5 Results and Analysis 

Overall 44 volunteers took part in this study.  All users used both                      

edutainment (condition E) and non-edutainment (condition NE).   

The condition (E and NE) was distributed randomly but was the same 

within each user. 
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Table 1.1. Platforms features, E = Edutainment, NE = Non-edutainment 

 
                     (a)                                     (b)                                    (c) 

Fig. 1.1 Snapshots of experimental tool for edutainment platform (a) Avatar as 

teacher reading the materials to the student (b) Example of exercise were the             

avatar reading the question with text display. (c) Example of negative feedback. 

(d) Example of second type of exercise before any actions from user. 

25.6 Users Profiles  

Users were 97.7% males.  The average age was 36 years. Users were               

generally high educated level, Doctoral degree was 31.81%, and Masters 

was 59.09%, whereas Undergraduates was 9.09%.  In terms of area of 

study, 50.00% of users were from computing and informatics department, 

14.00% were from engineering in general; the remaining users were from 

different schools and department. Only 18.18% of users had excellent 

knowledge about HCI, 34.09% were good, 20.45% limited, and 27.27% 

had no knowledge at all.  Users whom had   knowledge about E-learning 

were 43.18%.  Concerning avatar, 56.81% had no knowledge, 22.72%          

limited, 15.90% were good, 4.54% were excellent.   

25.7 Completions  

The number of users completed all tasks in condition (E) was 61.36% 

compared with 50% on condition (NE), Fig. 1.2.   In term of independent 

task as shown in Fig. 1.2.  In condition (E) 93.18 % completed tasks 1, 2, 

and 3. Whereas 100% for task 4.  81% was for task 5 and 13.63% was for 

task 6. Overall, users performed slight better in the first 3 tasks. It was 

slightly lower in condition (NE), 88.63% completed task 1.  Tasks 2, 3 

were 93.2%, whereas 81.81% for task 4. Users completed tasks 5, 6, were 

79.54 %.  

    Regarding completed tasks for condition (E) case 1 and 2 was 68.18% 

and 50%.  Condition (NE) case 1 and 2 was 63.63% and 36.36%.  Fig.3 

shows that case 2 in both platforms was harder to complete than the first 

case. In the main time, as shown in Fig. 1.2, in condition (E) the                       
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recognition questions completed percentage was 81.81%, recall type was 

68.18%. Whereas in condition (NE) recognition tasks 81.81%, recall was 

63.63%.  

25.8 Effectiveness  

Fig. 1.3 shows the mean correct answers for condition (E) was higher than 

the average of condition (NE), 63.63% and 43.56% respectively. On the 

task level, users whom answered tasks correctly given in condition (E) 

were 22.73%. In contrast, condition (NE) was 13.64%. Regarding each 

task by its own it was obvious that the correct answers decreases gradually 

in direction of recall tasks for both conditions. These results illustrated in 

Fig. 1.3   summarizing users’ numbers and percentage of correct answers 

for all tasks for both platforms. 

    Variation between users performance for both conditions (E & NE) in 

terms of cases regardless of task type are noticed during the experiment 

session.  Taken average of correct answers for case 1 (case 1 for both                

conditions E & NE), compared with case 2 (case 2 for both conditions E & 

NE) is illustrated in Fig.3.  The average for case 1 was 61.74% and case 2 

was 50.88. This gives us indication that case 2 is more difficult than the 

first case. Fig. 1.3 depicts the percentage of correct answers by users for 

recognition and recall questions in both conditions, the average for              

condition (E) for recognition type was 71.76%, whereas in condition (NE)  

was 61.36%. In contrast, recall category was significantly low, it observed 

in condition (E) 53.78%, and condition (NE) 35.60%.   

25.9 Satisfaction  

The questionnaire was based on  five-point scale with 10-items as general 

feedback [22]. It asked users to express their opinion to statements                    

provided. The scoring system followed here is by taking the average score 

for each statement, since some statements formulated in this scale is not 

the standard statements.  This generally results a positive affect where               

users liked condition (E) more than condition (NE). The average score was 

4.1 for edutainment platform. In contrast it was less valuable in text                 

oriented platform, it gained only 3.55. Additional in depth analyses has 

been made for every statement.   Noticeable high ranks outcome reported 

about users satisfactory of condition (E), can be observed especially in 

statements such as:  “The interface of this system is pleasant”, 4.2 was the              

average in condition (E), and 3.3 in condition (NE). In the statement 
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shaped concerning avatar “I enjoyed the exercises because of Avatar”, 

condition (E) average was 4.1, and in condition (NE) was 3.5.  

25.10 T-Test Results  

In terms of correct answers between platforms, significance results were 

found, T-Test derives t = 2.25, 43df, p = 0.14.  

     Moreover T-Test conducted on correct answers for each task separately, 

T-Test found t = 3, 5df, p = 0.15, given that p < .05, thus significant results 

between platforms and in terms of each individual task were noted, there-

fore rejecting the null hypotheses. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.2. Percentage of completion for tasks, questions and case conditions. 
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Fig. 1.3. Percentage of correct answer for tasks, questions, case conditions. 

25.11 Discussion  of Results 

The two measures presented indicated that the experiment produced                

convincing results in terms of correctness and satisfactions score.                   

Measurements showed significantly higher scores in the (E) condition, 

therefore the null hypothesis (H0) rejected.  In depth explanation has been 

explored and discussed in the following sections: 

    The average of correct answers in general was satisfied, although 18% 

had excellent knowledge about HCI,    Results demonstrated that variation 

between conditions as well as tasks are significant, condition (E) was 

63.63%, and condition (NE) was 43.56%.   On the level of tasks condition 

(E) were 22.73%, condition (NE) was 13.64%.  Additionally, a T-Test 

confirmed that the difference was statistically significant (p<0.05). These 

indications supported with satisfaction score where users gained more than 

4 in majority of statements analysed excluding boring score in condition 
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(E).  These significant statistics are maintaining users’ excellent perform-

ance in condition (E). This promises that edutainment increasing user                

attention and performance.  

    Decreasing user’s effectiveness outcomes were interpreted as increasing 

of difficulty level of cases and tasks that had prepared not by chance to              

involve user in some kind of challenged environment.  Bearing in mind, 

the average for case 1 was 61.74% and chapter 2 was 50.88. Nevertheless, 

the average for condition (E) for recognition type was 71.76%, in                 

condition (NE) was 61.36%.  

    In contrast, recall category was relatively low; it was for condition (E) 

53.78%, and condition (NE) was 35.60%. It is obvious that the results              

acquired in both question type’s and also in terms of level of difficulty 

(easy-moderate-hard) were higher in condition (E), compared with                

condition (NE).  Enhancement has been is observed in condition (E) were 

students’ preserved the knowledge given longer period of time, which can 

be referred to entertainment practice experienced. 

25.12     Conclusion 

This paper concluded the first an experiment result. The main objective 

was to see the influence of entertainment in e-learning interfaces.                   

Particularly the study applied avatar as main modality representing human 

like facial and gesture expression.   Users   showed improvement in their 

enjoyment and learning retention. Moreover the application of the analysis 

of variance between groups thus confirmed this supposition.  Additionally, 

this work also anticipated in building improved interfaces in order to                

contribute in developing user usability and learnability measurements.         

Further experimentation will be conducted through sequences of tests to 

improve usability problems within edutainment interfaces. 
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Abstract. In times when the financial and economic crisis is                    

experimented after the Great Depression, this event has had serious 

consequences on the real estate sector and consequently on very vast 

urban areas. The process of the “urbanised reutilization” that has 

produced the contemporary city began quickly there. The city 

changed in consequence of the market and it is the same market  

that redefined the terms of the interventions ex-post. After subprime 

loans market crash where it was thought to have endless possibilities 

of growth, are we able to define the consequences that the crisis will 

have on the post-contemporary cities of Europe? Is it possible to 

foresee sceneries or visions of intervention and try to identify                 

models of development without excessive waste of resources? We 

can start analyzing the cases that have  before others restarted to go 

up the economic cycle again, and verify how this affected  the         

processes of transformation  of the  post-contemporary city. 

Keywords. housing market, economic cycle, business, panic, 

animal spirits, urbanization.  
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26.1    Introduction 

The speculative episodes that happened in the last years have very         

similar characteristics. In fact, when technological progress occur and               

improve man life status,  history is cyclical with periods of crisis and                  

recession that follow periods of boom and expansion. Many economists 

tried to analyze the phases that precede a crisis to individuate the                   

“economics waves” characterizing  past economic courses. The aim of 

economists is explain and foresee future economic fluctuations. This                

discussion about economic cycle it can be extended to financial markets, 

even if financial markets represent only an aspect of economic cycle. 

Mitchell and Burns (2003) define economic cycle like “a fluctuation of  

country’s economic activity in which  work is organized in firms”. In            

general, economist’s analyses are about growth of gross domestic product, 

fluctuations of prices and of interest rates etc. The intersection of these 

phenomena produce upswing or downswing and these situations influence 

financial market’s course.  So, economic cycle’s theories can be                      

subdivided into two categories: 

-Exogenous theories: They study the causes of  fluctuations that are                 

external to the economic system; 

-Endogenous theories: They study the causes of fluctuations in the                  

economic system. 

To analyze the crises is important  to observe past values because if there 

is a linked between current value and past value then future value are                 

predictable (deterministic series). In general, time series are stochastic so, 

only a little part of them can be explained by fluctuations of past variables.  

We can represent time series (G) like: 

G= T+S+C+R 

In which: T: It’s the trend or  pattern in which a phenomenon evolves in 

the long period. It points out the potential income of the economy for                

example, the middle rate of  period’s growth; 

C: It’s the cycle component like fluctuations linked to upswing or                

downswing. It’s the way according to  the economy grows around the 

trend; 

S: It’s seasonality and it’s represented by fluctuations that are regularly            

repeated in a certain period; 

R: It’s the casual component or residual component. It represents, for                

example, stochastic fluctuations. In the figure (1) there is a more complete 

description of economic cycle. 
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Fig. 1. Economic cycle 

 

The economic systems, in fact don’t have a linear development, but rather 

discontinuous. The economy grows, around a “middle value”, like in the 

figure (1), through phases of intense activity and phases of depression. The 

discontinuous course around a linear trend is evident in the figure (1). The 

discontinuous course of the economy along its growth path it is said               

“economic cycle”, because it is characterized by phases of expansion 

(when the economy grows above the value of the trend) and of recession 

(when it grows below trend’s value). Both components of the economy are 

relevant. The growth is very important because it measures the available 

resources for the collectivity. The importance of the cycle is less clear, but 

they are associated costs to both the expansion and the recession. In             

downswing, the enterprises don't assume, and we can observed high                 

unemployment rates and the social problems to them connected.                       

Otherwise, if the economy grows and we are in a upswing phase we can 

observe high inflation and the costs that derive from this situation; the             

inflation, in fact, reduces purchase people’s power, it has negative effects 

on the distribution and it causes high interest rates. Connected situations 

with the instability of market’s economies, like unemployment, inflation, 

underdevelopment, represent failures of the macroeconomic market, due to 

the presence of inefficiency and they can be explained by the                      

macroeconomic theory (Acocella, 2006). The aim of economic policy is to 

solve these problems;  so we can simplify individualizing two main             

objectives:(1)Growth’s rate medium must be high;(2)The variability of the 

economic cycle must be reduced to decrease the costs associated to the                 

expansions and the recessions. 

In general, we can define these macroeconomic policies like long term’s 

policy (that have effects on the growth) and policy of short term (that have 

effects on economic cycle’s  course). Long term’s policies are about to the 

support of the innovation, to the growth, and in general  for the efficiency 

and they concern, for example, the composition of the  expenditure’s                 

government, the regulation of the markets etc. Short term’s policies are             
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instead the monetary policy and the fiscal policy. Nevertheless, there are 

very different theories about economic cycle and the policy’s role. For           

example, the classical economists following Say’s law, underline that the 

markets are always in a market clear condition and the interventions of 

policy are not necessary. Otherwise, the monetarists explain that the                  

oscillations of economic cycle depend on banks loans’ decisions. If, banks 

have excess of liquidity they increase credit supply and decrease loan’s          

interest; so there is an expansion of production and investments. But the 

increase of credit supply reduces banks’ reserves then loan’s interest                

increase, credit supply decrease, production and investments decrease. 

Credit reserves produce an inversion of the economic cycle. 

26.2 The relationship between economic policy and the 
real estate market 

We know that the investment and consumption are a part of national             

income, and that the sector of housebuilding is an investment less weight 

with respect to consumption, but not least importance.  In fact, the                    

investments are the most volatile component of the income  and, therefore, 

the most important to understand  economic cycle’s fluctuations. In fact, 

stabilization’s policy are more aimed  at stabilizing the variations of the 

investment. An important aspect of the housebuilding’s sector for the         

economic policy are lagged. The economic policy is subject to different 

types of lagged (Acocella, 2006).  First of all, there is  the possibility of an 

administrative lagged or the time that it is necessary for taking a decision. 

This lagged is, generally, less short in the case of the fiscal policy but not 

in the case of monetary policy, because for autonomy power that                       

characterizes a lot of central banks. We must also consider, lagged in                

effects, that it can be long and variable,  for example in the case of the 

monetary politics. The delay in the effects is measured by time that it is 

necessary so that objective variables are influenced. It is due to the                

complexity of the economic processes, like  banks’ portfolio adjustments. 

This implicates that, in comparison to objectives as the income, the                 

employment and in general the monetary stability, the effects of economic 

policy can result notably delayed. So, it’s important  to choose the  policy 

that will be necessary in the future. There is at the end a problem of                  

observation. The economic policy has to react to the state of the economy, 

in fact during an  upswing  it would limit the economy, on the contrary  

during a recession the policy would stimulate it. In reality, it’s not                  

immediate identify fall or boom of the economy before they are realized 

and, for this reason the policy can be inefficient. In synthesis, since the 
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economic policy acts with strong delays it’s very important to anticipate 

the course of the cycle for the stabilization and the efficiency. The                

housebuilding sector results an important variable in this context, because 

the variations of this sector generally anticipate the economic cycle. The 

indicators linked to the sector of the housebuilding are called “leading 

variable”, or variables whose "positive peaks" (for those pro-cyclical) or 

"negative peaks" (for those anti-cyclical) are observed before the “GDP’s 

peak”. Some of these indicators are: the residential housebuilding, the 

permissions for new constructions, the investments in new installations. 

These indicators are also important for the expectations on the future, that 

represent important variables for the economic policy. The impact of the 

housebuilding is less relevant  for the growth. In the industrialized               

countries growth is, linked to the technological innovation,  in particular to 

the innovation that replaces the capital with capital saving.  

26.3   A comparative analysis between construction’s 
investments in the world 

During  the year 2009 the global value of the investments in the              

constructions’ sector is equal to 4.690 million of euro. In comparison to 

the year 2008, the investments were decreased by 3,34%. Its weight on the 

world output (2009) it is in fact equal to the 11,5% (during  the year 2006 

it was equal to 12,2%). In the year 2010 thanks for  the increase of the            

resources for infrastructures’ sector  the  (+4,5%), especially in Asia 

(+6,3%) and in America (+6,7% in North America and +5,5% in South 

America), the forecasts are in a growth of 2,6%. 

Table 1. Constructions’ investment in Europe Source (Cresme Annual Report 

2010) 
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4.392 4.653 4.824 4.852 4.69 4.813 299 

Var % 4,82%  5,96% 3,68% 0,58% -3,34% 2,61% 6,80% 

Residential 1.899 1.966 1.904 1.778 1.744 1.772 -155 

Var % 5,39%  3,55% 3,14% 6,62% -1,94% 1,61% -8,16% 

Non resid. 1.358 1.475 1.598 1.674 1.579 1.612 220 

Var % 3,99%   8,57% 8,33% 4,76% -5,68% 2,11% 16,22% 

Infrastruc. 1.135 1.212 1.322 1.4 1.368 1.429 233 

Var % 4,89 % 6,85% 9,06 % 5,90 % 2,3 % -1 4,46 % 20,56% 
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In the year 2009, the residential sector represents the first global market 

with 1.778 million, a decrease of 1,9%  compared to the last year. But the 

“negative year” for the sector was the year 2008 when the market              

collapsed of 6,6%. In  the year 2010, the prevision is a sector’s increase  of 

1,6%. After eight years of growth, a recession also arrived for the non 

residential market. The year 2009 closed with an investment’s contraction 

of 5,7% . In fact for the non residential market,  the year 2010 will                

represent a period of an expected  increase in investments of 2,1%. In              

general, in the year 2009 for the first time the Asian market with 1.743 

million of investments (37% of the total one) has overcome the European 

market (1.591 million of investment). The gap decreases if we considered 

the parities exchange rates of purchasing power. 

 

Table 2. Constructions’ investment in during the year 2009 for                                

macro-area (Cresme Simco 2010) 
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Asia 1.743  37,2% 4.035 432  x 15,1% 
Europe 1.591  33,9% 738 2.156 1.890 11,5% 
North 830    17,7% 449 1.850 1.887 7,4% 

South 251     5,3% 395 636 893 12,9% 

Africa 178    3,8% 981 181 325 16,7% 
Australia 98 2,1% 26  3.738 2.995 12,6% 
 

According to the Cresme’s data, the industrial production’s index about 

constructions was influenced   by the collapse of real estate Italian market 

in the first two months of 2010 in comparison to the 2007.  The index in 

fact, fell to 52,6% . There was a big drop in houses’ trading of 30%                 

in comparison to the year 2006. So, it’s necessary that the relationship              

between Italian growth and  constructions  must become more solid                  

because  there can be no development if people  do not have a home  or 

mortgage payments are too higher, so the political choices must support 

economic and social role of real estate market.  If we made a structural 

analysis we first of all have to consider that Italy, transformed around              

50-60 years from  agricultural society to industrial society, today it is               

turning into a tertiary society and this puts in evidence  that  constructions’ 

sector  will play an important role in  the new economic model. A first 

consideration is  that constructions’ sector goes reducing its importance on 

                                                      
1 The index is calculated at purchasing power parity 
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the GDP, in fact it passed from 15,6% in 1970 to 9,7% in 1990. This             

happens not because people are spending less in constructions but because 

they increased the investments in the other sectors like transport,                  

technological endowments, machineries and equipments, etc. In general, it 

appears clear that the sector of real estate has a secondary weight respect 

other sectors (see table 3).   

 
Table 3. Constructions’ weight on the total fixed investments (Source: Cresme 

Annual report 2010) 

Country 1976 1997 Variation  76/97 

France 63,4 51,3 -12,1 

Germany 65,3 53,2 -12,1 

Netherlands 63,3 48,8 -14,5 

Japan 67,7 50,9 -16,8 

United Kingdom 58,2 54,4 -3,8 

U.s.a. 61,2 46,0 -15,2 

Italy 60,7 47,3 -13,4 
 

If people increase the investment in technology what is the effect on               

constructions’ sector? What   traditional operators can do in comparison to 

these new markets in high growth? We can notice (see table 2) that the             

reduction of constructions’ weight inside the compartment of the fixed            

investments it is not only Italian problem. Of the other side must not be 

forgotten, in fact, that today is the same market that extends to be more   

international. Before the constitution of European Union Italy and also 

Germany had an economic model that defended the operators from the  

foreign competition:  instability and inflation made difficult for foreigners 

to operate on a market territorially diversified. 

 
26.4 Real estate, bubbles and economic policy 
 

An interesting aspect of the relationship between real estate market and 

macroeconomics is how different shocks have influenced the course of the 

market. According to Iacoviello and Blacks (2008),to analyse the course of 

the  real estate prices’ fluctuations and  the course of the investments in 

United States’ real estate market (from  historic data it’s deleted the trend 

subtracting the average of the period)  it is very important the effect of the 

three factors: monetary shock, technological shock and shock in consumer 

preference. In the period between 1965 and 2006 they observed two great 

expansions of the dwellings’ real prices: the first   between 1976 and 1980 

and the second between 2000 and 2005. During the first expansion, the 

price is increased by 17% above the trend, while during the second            

expansion is increased by 12%. The prices’ course was accompanied by a 
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large oscillation of the investments in the residential housebuilding: with 

small variations between 1976 and 1980 and an increase of 25% between 

1980 and 1986. In the first prices’ increase, the main role was played by 

preferences’ shocks; otherwise the monetary policy has reduced the price 

increase of 3% between 1976 and 1980. The technological shocks have 

contributed to the real estate price increase of 5% (Iacoviello and Blacks 

2008). The expansion of the period 2000-2005 is mainly linked to the 

shocks in the consumers’ preferences, but also the monetary factors have 

an important role to explain the real estate prices’ increase and the real            

estate investments’ increase. In this period like the monetary factors, in 

particular American Federal Reserve policy is important to explain the        

beginning of the upswing or the beginning of the downswing. In this               

period, monetary policy has contributed to reduce the real estate prices and 

the investments respectively of 3% and 11%. Housebuilding sector is rele-

vant for the dynamics and the macroeconomic policy. This involves, for 

example, an important link between interest rate, inflation and real            

estate price (Brunermeier and Jullard 2006). Low interest rates stimulate, 

in fact, residences’ demand and real estate demand in general, causing 

prices’ increase. It happens the contrary in the case of high rates. In the 

European countries, the real estate markets have shown different                    

evidences. Spain and Ireland for example, show a great increases of real 

estate price, that are doubled in the first one country and triplicates in the 

second. In the same period prices are reduced in Germany. On the                 

contrary, the interest rates in the European countries  have followed               

different dynamics. The figure (2) describes interest rates’ variation in 

some European countries between 1997 and 2004.
2
 Ireland, Spain and 

Netherlands are less subject to change otherwise it is happened for                

Germany, Belgium and France. 
 

 
Fig. 2. Real interest rates 

                                                      
2 The date are taken from De Grauwe 2006. 
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 The real estate price variation for the same countries in the same period 

are shown in the figure (3) that underlines real estate price increase in 

Spain and Ireland and a smaller increase in the other European countries. 

In Germany, in particular there was a smaller increase of real estate price 

market. 

 

 
Fig. 3. Real estate prices market 

 

In the figure (3) and (4) there is a symmetry that can be highlighted if 

we report real estate prices ( axes x) and interest rates (axes y). If we report 

in the same graph we can note a negative relationship like it’s shown in the 

figure (4). 

 

       
Fig. 4. The relationship between real estate prices market and real interest rates 

 

 Countries where the interest rates were low have had a price increase of 

the residences. Particularly, in Spain and Ireland there was a speculative 

bubbles that started from real estate market and extended in all European 

credit markets. For example, in Italy, similar dynamics are in action, for 

the influence of U.S. market. After the growth of the guarantees’ credit 

value (about real estate market), banks have begun to speculate. In Europe 

the nominal interest rates are controlled by European central bank and the 

interest rates are the same for the whole area, the expansion of the credit 

happens, therefore, in a situation of constant interest rates so the bubble is  

not controllable. When the bubble bursts the risk it is that the economy 

moves into a phase of deflationary adjustment, during which the consum-
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ers will discover that the value of the contracted loan is larger than their 

houses in real terms, or rather deflated (De Grauwe, 2006).                        

A speculative bubble in the real estate market has been the origin of the 

crisis in Japanese economy. Economic preventive policy are essential in 

these cases.  

 

26.5  Conclusions. 
In this work I have underlined the importance of the real estate sector 

for the economic policy, to put in evidence the relationship between 

growth, economic cycle and real estate market. I have underlined that the 

construction’s sector is very important to anticipate the conjuncture and to 

define some optimal economic policy and to reduce its delays. I have also 

put in evidence that in the housebuilding sector there are some dangerous 

elements that can lead phenomena of strong instability, speculative                

bubbles, like in the case of Japan. The recent course of the American and 

European markets underlines in fact, the problem of the instability and its 

importance. The failure of the economic policy about the real estate 

American  market is, in fact, according to many economists, one of the 

principal reasons of the collapse of the financial markets of the whole 

countries
3
. 
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Abstract. This paper introduces an empirical study conducted to investigate the 

use and effect of multimodal metaphors in e-learning applications. This               

investigation involved two different interface platforms performed by forty users. 

The first interface platform (textual interface), based on three input modalities, 

namely text, graphic, and speech, was used to deliver information about                   

note-taking. The second platform interface (multimodal interface) was based on 

five input modalities, including; text, graphic, speech, avatar and earcons to                

deliver the same information. The aim of the experiment was to measure and                   

compare the level of usability of textual and multimodal interfaces. The usability 

parameters, which are efficiency, effectiveness, and users’ satisfaction, were             

considered in the experiment. The results obtained from this investigation have 

shown that the multimodal e-learning interface increased the level of usability as 

users took significantly less time to complete the tasks, performed successfully in 

a higher number of tasks, and were more satisfied than when using the textual              

interface. These input modalities could be used to improve the attractiveness of 

note taking which in turn will be reflected in increasing users’ motivation and               

interest in the presented learning material. 

Keywords. E-learning, Usability, User interface, Multimodal Interaction.   
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27.1 Introduction 

In recent years there has been a marked increase in the number of           

e-learning websites [1]. However, only a few of these are consistent with 

Human Computer Interaction (HCI) guidelines, in terms of multimedia 

metaphors (e.g. speech, avatars, and earcons). e-learning is  considered one 

of the main facilities available to students in order to help them with their 

education [1, 2].  As more and more institutions are relying on presenting 

their material online, the need to present this material in a more efficient 

way has also increased [3, 4]. The development of information and                 

communication technology available provides a great opportunity to               

extend the knowledge and skills of individuals [5, 6]. The reliance on this 

medium has increased almost exponentially with the popularity of the 

internet.  In order to make good use of this resource we also require a tool 

to present this information in a way that can be understood and used more 

easily. 

However, the method of transference of this information from the screen 

to the user has remained largely unchanged as the communication has only 

been visual [7].  It has been shown that overuse of textual information is 

not the most effective method of learning online [8].  Other human senses, 

if used alongside the visual sense, can greatly assist in understanding the 

present  information [9].  Some of these include metaphors such as speech, 

recorded sound and graphics [10]. Two interfaces were set up; one textual 

interface which include text, graphic and speech and the other were             

multimodal interface consisting of speech, graphic and avatar, and earcons 

with the objective to measure usability and advantages of these metaphors 

within an e-learning tool to aid learning. The experimental study discussed 

in this paper was intended to investigate the use of multimodality to assist 

in e-learning applications in the context mentioned above.  

 

27.2    E-Learning 

E-learning is a collective term that describes learning with the use of 

internet technologies that allows learning to take place without being              

constrained by time or location [11, 12]. This makes e-learning a powerful 

medium for learning [12]. E-learning has become a popular method of 

training within academic institutions and organizations [13, 14].                  

Rosenberg (2001) argues that “e-learning refers to the use of the internet 

technologies to deliver a broad array of solutions that enhance knowledge 
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and performance”  [8].   E-learning is rich, dynamic, and can be as              

effective as traditional methods of learning such as the classroom.                     

E-learning applications include web-based learning, computer-based      

learning, virtual classrooms, digital collaboration audio or video tape, and 

CD-ROM. Advantages of E-learning include self paced learning modules, 

the facilitation of learning to suit different learning styles, content                

delivered in a more engaging fashion and empowering and encouraging 

students to take responsibility for their learning [8, 15].  The constant                

advance in the technologies which has facilitated e-learning has led to              

content being made available at faster speeds and in larger volumes. This 

has led to e-learning becoming a significant area of research [12]. 

 

27.3  Multimedia Metaphors 

Recent studies undertaken in human-computer interaction on the use of 

multimodality have shown that use of multi-modal metaphors have               

positive effects on the usability of interactive computer systems [16, 17].  

Other studies performed in this area have concluded that multimodality 

applications can be used to assist users for improving learnability [18].  

Rigas et al investigated the application of multimodal metaphors,               

including, speech along with non-speech sounds [19, 20]. The research 

concluded that the combination of non speech (earcons) with speech was a 

successful and effective method for conveying information to the user 

[21].  In software applications, speech and sounds, after visual output, are 

the most common methods for communicating a response to the user. 

Auditory stimuli, comprises of two groups. One of these is auditory icons 

[22, 23], which refers to environmental sounds, and the other group is            

earcons [24, 25], which refers to computer generated musical sounds.              

Environmental sounds are heard in everyday life and can be applied to 

communicate the user’s input actions on the computer [27]. While some of 

these sounds are quickly able to grab the user’s attention, other sounds 

cannot. These sounds can have the same effect in computer interfaces. 

Earcons are based on the sound of musical instruments and their               

parameters include rhythm and pitch. The pitch and rhythm can be varied 

according to the type of data that is being communicated. Moreover, it has 

also been shown that a multimodal learning application allows for more 

engaging learning experiences. 
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27.4     Anticipated Benefits 

According to the literature, the use of multimodality can influence a        

student’s learning [16].  As e-learning applications are widely used, the    

expected benefits of using multimedia in e-learning systems, in particular 

within the area of note-taking, will result in improving student                  

performance by reducing the time required to complete the tasks with 

fewer errors and to enhance student understanding and satisfaction [26]. 

Also, it will provide additional usability guidelines for the development of 

multimodal metaphors in e-learning applications. 

 

 

27.5 Experimental Platform 

The aim of this experiment was to investigate the effect of using              

multimodal metaphors in an e-learning system. Two different versions of 

the experimental e-learning tool were developed for this empirical study. 

The first platform used text, graphics and speech. The second platform 

used five input modalities for the interface to improve efficiency of                   

e-learning. These were text, graphic, speech, avatar and non-speech sounds 

(earcons). Each multimodal application was evaluated by one group of            

users who had to complete five tasks. In the text based interface, users 

were required to make notes about a specific word. For example, users 

were required to read and select a word from a passage of text and then 

write some notes relating to the selected word. The same task was then re-

placed with a graphics for adding notes. For example, users selected a 

word and then right clicked the mouse to display a menu of options from 

which a graphic and/or an image could be chosen and inserted. In the third 

task, notes were added by recorded speech. Three earcons were employed 

in the multimodal interface and created using musical tones. Each earcon 

was used in the fourth task to communicate the number of notes. For                

example when the user added two notes to one word and three notes to             

another, the earcons would make two short sounds for first word and three 

short sounds for the second word. In the last task, a human-like avatar was 

included in the multimodal interface to read out the recorded speech. 

 

27.6    Tasks 

The users who participated in the experiment were asked to complete 

five tasks in each interface. The tasks were designed to test all the 5            

different modalities listed above for the multimodal interface. For the              



Multimodal Metaphors in E-Learning Note-Taking      295 

textual interface, the steps were exactly the same for each task.  Users were 

given a set of pre-selected words and some notes to add as comments to 

the words. These tasks gradually increased in terms of complexity from 

easy, to moderate, and to difficult.  Each task comprised a set of                

requirements which asked the user to place the mouse cursor over a                

selected word. In the textual interface the user was required to make notes 

about a specific word. For example, the user was asked to read and select a 

word from a passage of text and then to write some notes relating to the              

selected word. The same task was then replaced with a graphics, speech, 

avatar, and earcons, for adding notes. Each user had to perform these steps 

for 3 words in each interface. The number of requirements in each task 

was proportional to the level of task complexity. After the completion of 

the requirements, the time taken to perform the tasks and the errors in-

curred while performing the tasks, were recorded.  

 

27.7   Procedure 

The users were briefed on the procedure for the experiment and given 

approximately ten minutes to read and understand the text they were               

expected to use in the experiment.  Users were also given a brief demon-

stration of the procedure to ensure that all users understood what was re-

quired from them. The time spent on the demonstration was not included 

in the timings for the actual experiment.  Each user had to perform each of 

the specified tasks individually. The time taken by each user to complete 

each individual task and all tasks together was recorded. The efficiency 

and frequency of errors were also recorded for all tasks.  Efficiency was 

measured by timing how long a user took to complete each task.  On com-

pletion of the experiment, users were asked to answer the satisfaction 

questionnaire. This questionnaire was designed to ask the users to select 

multimedia metaphors, as part of an e-learning system, by ranking them in 

the order of their preference. 
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27.8   Results and Discussion 

The experiment was conducted with 40 participants. The usability was 

measured by efficiency, effectiveness, and user satisfaction. The results of 

the experiment show that users prefered to use modalities such as avatar, 

earcons, text, graphic, and recording speech when they wanted to add         

comments. The users of the multimodal interface managed to complete 

tasks more successfully than the users of textual interface (approximately 

91% or 182 out of 200 tasks).  The overall mean completion time for all 

tasks was significantly lower in the multimodal interface in comparison 

with the textual interface (t = 2.76, cv = 1.68, p<0.05).  Also, as shown by 

results, 61% and 27% of the users in the multimodal interface preferred to 

use the application using the earcons, avatar, and recorded speech input 

modalities. The remaining 12% of the users preferred to use the                 

application using text and graphic. However, users suggested that there 

should be some options in the textual interface for adding multimedia 

metaphors to help them add comments.  On the other hand, approximately 

74% of users described the multimodal interface as very good.  Only a 

small percentage expressed a negative view of such use.  The multimodal 

interface was ranked positively by almost every user. Conversely, about 

56% of users described the textual interface as poor and only 9% described 

it as good, and very good.  There was a noticeable difference in the                 

successful completion of complex tasks between the multimodal interface 

and textual interface. In those tasks, it appears that for most of the tasks the 

users performed better when using the multimodal interface compared to 

the textual interface. However, the results show that users performed better 

in the textual interface when performing the simple tasks.   

 

 

27.9   Task Completion Time 

The overall mean completion time for all tasks was significantly lower 

in the multimodal interface compared to the textual interface (t = 2.76,     

cv = 1.68, p<0.05). The main reason for this was that the multimodal              

interface included more modalities such as avatar, earcons, speech, and 

graphic. The percentages of task completion time for the multimodal and 

textual interfaces were participants used text (t = 1.74, cv = 1.68, p<0.05). 

The results show that users managed to perform slightly better when using 

the multimodal interface. However, there was a noticeable difference when 

the users used multimodalities such as avatar, earcons, speech and graphic. 

This difference was found to be more significant between the task where 
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users were using graphic (t = 2.08, cv = 1.68, p<0.05) and the task using 

speech (t = 2.16, cv = 1.68, p<0.05). During the experiments, it was               

observed that the time taken to perform the tasks in the multimodal                

interface was lower. The number of mouse clicks performed in the two     

experimental interfaces was recorded. The results of the experiment show 

that users of the textual interface recorded more mouse clicks than users of 

the multimodal interface. The number of mouse clicks recorded for the 

text, graphic and speech tasks was 4, 5 and 8 clicks respectively, while the 

total number of mouse clicks performed for the completion of task in the 

multimodal interface was 8. Statistical differences were recorded when 

comparing the time spent performed between the multimodal interface and 

the textual interface.  The difference in completion time between the             

interfaces increased as the complexity of the task increased. This                 

difference was found to be significantly in moderate (t= 2.02, cv= 1.68, 

p<0.05) and difficult (t= 2.89, cv= 1.68, p<0.05) tasks. These results show 

that multimedia helped users to perform different tasks more successfully 

and show that 92% of users thought that multimodal metaphors were 

important for e-learning. 

 

 

27.10   Successful Completion of Tasks 

The performance of each user was checked and the total number of 

completed tasks for each user was obtained and then used for statistical 

analysis. The total number of tasks performed by all users in both                 

interfaces was 200 (40 multiplied by 5 tasks in each user). The number of 

tasks completed in the multimodal interface was 182 out of 200 tasks 

(91%) while the completed number of tasks in the textual interface was 

131 out of 200 tasks (65%). This shows that users managed to complete 

more tasks successfully when using the multimodal interface than when 

using the textual interface. Figure 2 shows that the difference in the num-

ber of completed tasks between the two interfaces increased as the multi-

modal interface used more multimodal metaphors. Figure 1 shows the 

mean value of time spent by users on each task. The results show that the 

time spent in the first task (add text) was slightly higher in the multimodal 

interface. However, Figure 2 shows that in the last two tasks (with avatars 

and earcons) there was a noticeable difference between the multimodal               

interface and the textual interface. 
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27.11 Satisfaction 
 
  Users were asked to select their preferred interface and provide an                

explanation for their choice. These ratings were used to analyse the level 

of user satisfaction of the two interfaces in regard to different aspects (ease 

of use, confusion, nervousness and overall satisfaction). This questionnaire 

used the five points Likert scale. Users’ satisfaction of the interfaces was 

evaluated by obtaining users’ views of each individual metaphor and                  

interface used.  These five points were used for each statement in the    

questionnaire ranging from 1- the value for strongly disagree, to 5- the 

value of strongly agree. T-test was performed on the total number of scores 

to test the difference in the users’ satisfaction. The results show that par-

ticipants were significantly more satisfied when using the multimodal in-

terface than when using textual interface (t = 2.16, cv = 1.64, p<0.05). 

 

27.12  Conclusion and Future Work 

This paper reported an empirical study that investigated the use of               

multimodal interaction metaphors for delivering information using two           

interfaces in an e-learning system. The aim of the study was to compare 

the usability between two different e-learning interfaces. The first interface 

incorporated a combination of multimodal metaphors such as recorded 

speech, earcons, and avatar, while the second interface was based on text, 

and graphic.  The experiment, consisting of 40 participants, was conducted 

Fig. 2. Mean values of completed tasks 
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to measure the usability of multiple input modalities in e-learning              

applications by making a comparative analysis of two interfaces in terms 

of effectiveness, efficiency, and user’s satisfaction.  The results show that 

the use of both visual and auditory metaphors, as employed in the              

experimental interface, significantly improved the level of usability in 

comparison to the textual interface. Overall, it can be summarised that            

using multimodal metaphors such as recorded speech, earcons, and avatar 

was more efficient than when using only text, when providing information 

for learning. 

Future research on usability will involve comparing learnability                   

responses, in addition to other usability parameters, including                  

effectiveness, efficiency, and satisfaction. Furthermore, adding different 

colours to the interface input modalities can be tested to determine the              

effects they have on learning. The use of speech modality has been               

immense. Therefore, other ways in which this metaphor can be incorpo-

rated, for example, text to speech, can be explored. 
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Abstract. For many companies, a challenging business event or 

critical business pain precipitates a conversation about Business            

Intelligence (BI). Such a conversation soon turns to Return on              

Investment calculation which should bring both business and IT 

owners to the table to jointly assess risks, costs, and benefits to form 

the business case. The framework outlined in the paper highlights 

four key ROI components to consider when building a BI business 

case. In the paper an example is presented, illustrating the way ROI 

can be calculated. 

Keywords. Business intelligence (BI), return on investment (ROI), 

total cost of ownership (TCO), business value, user productivity, IT 

effectiveness 

 

28.1 Introduction 

Successful business intelligence implementations can unlock key                          

information within a company’s data vaults and enable organizations to 

operate more effectively and profitably. According to a recent AMR               

profile on Small and Mid-Sized Business (SMB) IT spending, the top  
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business initiative impacting IT decisions was “better utilization/analysis 

of data throughout the organization” [1]. 
For many companies, a challenging business event or critical business 

pain precipitates a conversation about Business Intelligence (BI). 

 

Challenging business events include: 

• Period of rapid growth  

• Planned, recent or pending merger/acquisition initiatives  

• Introduction of new products, product lines, and/or services  

• Upgrades to the IT environment (e.g. ERP upgrades).  

 

Critical business pain points include: 

• Sudden decrease or negative trend in profit margins or revenues  

• Unpredictable quarter-end financial results  

• Inventories increasing faster than sales  

• Customer dissatisfaction due to poor product availability or late                 

deliveries  

• User demands for better, more complete information.  

These scenarios call for a precise view of the business situation, which 

usually involves locating, extracting, and organizing data into a repository 

to support analysis. 

28.2 Value, Benefits, and Costs of a BI Solution 

When faced with a compelling situation, organizations must quickly make 

strategic and tactical decisions [2]. By implementing a robust BI solution, 

a company gains: 

• One shared view across the company for all associates – from managers 

and executives to functional teams.  

• A single source system for accurate financial and operation information 

that is readily accessible by all departments.  

• Flexibility and scalability to grow and change with your company.  

• Insights to understand your business performance and opportunities on a 

much deeper, more detailed level.  

The complete cost of BI is a key metric that midsize organizations must 

manage if they’re to maintain BI implementations and deployments                

efficiently. The complete cost to adopt and deploy BI involves many               

factors, some of them less than obvious. Some researchers argue that BI 
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deployments are at particular risk to underestimate hardware, software and 

personnel costs, and that it is hard to anticipate the diversity of needs that 

exist in an organization [3]. 

Calculating the true total cost of BI can be difficult because some costs 

may not be explicitly stated or easy to assess. In fact, IT managers often 

dismiss TCO assessments as impossible to achieve or not worth the effort 

they require [4]. But determining BI TCO is neither impossible nor                

prohibitively expensive. We recommend that IT evaluate costs for various 

usage scenarios that take account of how intensively the organization may 

use BI solutions. 

28.3 Financial Justification and Evaluation 

Building an ROI is a key component of ensuring a project is focused on 

the right areas and the company’s investment is justified [5]. The process 

should bring both business and IT owners to the table to jointly assess 

risks, costs, and benefits to form the business case. Justifying the project 

actually serves multiple purposes: 

• Helps a company understand the scope of its implementation and                

prevents “scope creep” in later project stages.  

• Creates a focus on anticipated outcomes and benefits.  

• Creates a framework for sound financial management and value adding.  

• Helps a company monitor their actual results against the expected               

impact.  

• Provides feedback mechanisms to refine and revise business strategies 

and technical activities [6]. 

Because of this multiplicity of purposes, it is very important for a company 

to develop an appropriate framework for ROI analysis of BI applications.  

28.4 Developing the Framework for ROI Analysis  

Organizations often struggle to create business and financial cases because 

they do not consider all of the costs and benefits, and often lack a good 

starting point. We recommend a robust framework to help companies 

scope, justify, and measure the benefits of a BI project in order to                   

maximize value and return. 

The following framework highlights four key ROI components to                 

consider when building a BI business case: 
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• Business value – Without having an integrated view of the business, 

functional areas make decisions without having all of the relevant data 

they need to understand the company-wide impact of their decisions [7]. 

With one place to go for one version of the truth, business units are 

aligned on the business’ performance to make more informed and timely 

decisions. BI solutions can deliver extraordinary value by providing the 

necessary information to make strategic and tactical decisions in three 

major areas: (a) revenue, pricing, and profitability; (b) customer                

satisfaction, retention, and acquisition; and (c) operational efficiency 

and excellence. 

• BI user productivity – By simultaneously providing consolidated                 

business reporting and improving the quality of data, companies can 

empower employees with the information they need to work more                  

effectively. Users no longer need to chase down data, reconcile different 

versions, and follow the data trail. Business intelligence provides               

business users with self-service access to enterprise data in real-time. 

• IT effectiveness – With a robust, self-service BI solution in place, IT            

departments can reclaim valuable time that can be spent on strategic              

initiatives versus the never-ending daily data requests. This will, in turn, 

potentially improve IT effectiveness and contribute to business value 

achieved. 

• Total cost of ownership (TCO) – When evaluating different solutions, it 

is important to consider all the upfront and ongoing fees associated with 

BI implementation, including consulting, software and licensing,               

hardware, training, maintenance, upgrades, and support. For small- and 

mid-sized companies, a Software-as-a-Service (SaaS) implementation 

can yield a lower total cost of ownership and a more compelling return 

on investment. By choosing SaaS, companies can shift implementation 

risks to the software vendor and scale more quickly since hardware, 

software, and data architecture expansions require minimal internal IT 

resources [8]. 

28.5 Discussion on the Framework for ROI Analysis of 
BI Applications  

Our framework quantifies the value creation of BI for the organization’s 

“shareholders” by detailing opportunities to increase revenue, lower costs, 

and improve asset utilization. 

Table 1.1 presents the summary of business value drivers that should be 

considered when performing the ROI calculations. 
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Table 1.1. Business value drivers  

Business  

Value  

Revenue  Cost Assets 

Revenue,  

pricing and 

profitability 

• Identify profitable 

and unprofitable 

customers to make 

necessary changes 

• Identify opportuni-

ties to cross-sell 

products and ser-

vices 

• Reduce lost sales  

from out of stocks 

• Optimize pricing 

across products and 

product lines 

• Understand         

customers service 

costs to adjust    

pricing or service  

levels 

• Gain clear, accurate 

view of different 

cost centers to      

understand savings 

opportunities,       

including vendor 

consolidation or 

low-cost material or 

service alternatives 

• Understand           

inventory positions 

and holding costs for 

different products or 

customers to align 

with target service 

levels 

• Monitor cash     

conversion cycle to 

achieve target levels 

• Understand mainte-

nance and costs  for 

major fixed     as-

sets/capital equip-

ment to lower TCO 

Customer     

satisfaction,  

retention,  

and acquisition 

• Better selling of 

products and services 

to increase lifetime 

value of customers 

• Meet or improve   

target service levels 

to customers in order 

to become a higher   

value vendor/partner 

• Provide customers 

with accurate          

information quickly,       

resulting in higher   

retention and sales 

• Reduce marketing 

efforts & costs to re-

tain customers 

• Reduce costs related 

to expediting, error 

correction, and cus-

tomer dissatisfaction 

• Reduce penalties for 

delayed shipments 

• Increase customer 

acquisition            

effectiveness 

• Better monitor  and 

align inventory and 

customer support 

teams to desired  

customer service   

levels 

Operational  

efficiency and 

excellence 

• Improve order-to-

cash process through 

better visibility 

• Pursue lean process 

(e.g. manufacturing, 

engineering) targets 

through better visi-

bility into process 

status, bottlenecks, 

and key issues 

• Optimize direct and 

indirect procurement 

• Reduce overtime 

costs with greater  

visibility to          

upcoming labor  

demand 

• Reallocate labor    

resources 

• Lower inventory  

holdings 

• Utilize               

manufacturing lines, 

warehouses, plants, 

trucks more effec-

tively 
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Table 1.2 summarizes BI user productivity drivers in small and mid-sized 

businesses that should to be taken into account when trying to calculate 

ROI of business intelligence systems. 

Table 1.2. BI user productivity drivers 

Business  

Value  

Revenue  Cost Assets 

BI user productivity 

drivers 
• Gain additional 

time to focus on 

customers and 

business growth 

initiatives 

 

• Access required  

information more 

quickly 

• Fewer Excel  

experts needed 

to manipulate 

data and manage  

spreadsheets 

• Consolidate       

reporting – one 

place to go for in-

formation; fewer 

reports to    review 

• Ability for users  

to interrogate     

data and find root 

cause, reducing 

business/IT       

disruptions 

• Reduce data marts, 

Access databases, 

and servers that 

are maintained by 

the business units 

• Reallocate         

individuals tasked 

with managing  

and manipulating 

multiple data 

sources 

 

 

 

The most important IT effectiveness drivers concerning BI solution im-

plementation ROI calculation in small and mid-sized businesses are sum-

marized in Table 1.3. 

Table 1.3. IT effectiveness drivers 

Business  

Value  

Revenue  Cost Assets 

IT effectiveness • Offer consolidated 

reporting as a      

service to           

vendors/suppliers  

• Reallocate IT staff 

onto higher value, 

strategic projects 

that impact     

company growth 

• Lower staff    

turnover  

• Spend less time  

retrieving and 

massaging data 

for the business 

 

• Decrease business 

requests, resulting 

in less mainte-

nance and better 

utilization of 

hardware  
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Finally, the drivers of Total Cost of Ownership (TCO) when                     

implementing BI solutions in small and mid-sized businesses, as well as 

theirs impacts on those businesses, should be considered. 

As it was mentioned earlier in this paper, for small and mid-sized              

companies, a Software-as-a-Service (SaaS) implementation can yield a 

lower total cost of ownership and a more compelling return on investment. 

By choosing SaaS, companies can shift implementation risks to the                

software vendor and scale more quickly since hardware, software, and data        

architecture expansions require minimal internal IT resources.  

A summary of Total Cost of Ownership drivers and their impacts is 

shown in Table 1.4. 

Table 1.4. Total cost of ownership 

Business  

Value  

Revenue  Cost Assets 

Total Cost of  

Ownership 
• Reallocate IT  

funds to corporate 

growth initiatives 

 

• Reduce initial   

implementation 

costs including   

data architecting, 

database design, 

systems integra-

tion, data clean-

sing, data mapping, 

and tool configura-

tion 

• Reduce cost of ini-

tial software        

license procure-

ment and ongoing 

maintenance 

• Reallocate IT staff 

that maintain and 

operate current 

systems 

• Reduce training 

costs and on-going 

user support        

resources 

Scale cost-

effectively for 

more reports / 

business units 

• No capital         

expenditures on 

hardware for  

servers, storage, 

and back-up  
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28.6 Example of BI ROI Calculation  

Although TCO is of the most difficult metrics to benchmark [9], it can and 

is to be calculated. Instead of thinking solely about how to calculate and 

reduce TCO, companies should think about how to best manage TCO from 

business perspective. Putting TCO into the business context – understand-

ing and optimizing the relationship between IT investments and business 

outcomes (revenues of profits) – has enormous, often underestimated            

potential to help companies make superior, results-oriented decisions about 

IT solutions. 

The example shown is a hypothetical one. But, in principle, the way 

ROI is calculated is always the same, regardless whether it reflects a real 

situation or not.  

Sample Total Cost of Ownership (TCO) calculation for a Software as a 

Service (SaaS) as compared to Traditional BI Implementation is presented 

in Table 1.5. 

Table 1.5. Sample TCO Calculation for a Software-as-a-Service (SaaS) vs. Tradi-

tional BI Implementation (in irrelevant currency units) 

Total Cost of Ownership Traditional BI SaaS BI 

Business Intelligence/Project Management 

Application License 

 

250.000 

 

250.000 

Data Integration License (ETL) 200.000 - 

System Integration Costs 750.000 - 

Database License 100.000 - 

Infrastructure/Hardware 100.000 - 

Internal IT Personnel 300.000 25.000 

Training 100.000 25.000 

Support/Subscription Fees 11.000 60.000 

TOTAL 1.910.000 360.000 

 

 

This calculation predicts ROI in the first year, taking into account the 

implementation costs, as well. This information is, of course, valuable but 

is not all that is needed to get the holistic view of BI projects ROI. Thus, 

the prediction for all subsequent years, when implementation costs do not 

occur and can be omitted from calculation, should also be calculated, as 

shown in Table 1.6. 
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Table 1.6. TCO Calculation for a Software-as-a-Service (SaaS) vs. Traditional BI 

Implementation for years after the year 1 (in irrelevant currency units) 

Total Cost of Ownership Traditional BI SaaS BI 

Business Intelligence/Project Management 

Application License (Maintenance) 

 

45.000 

 

- 

Data Integration License (ETL) 36.000 - 

System Integration Costs 50.000 - 

Database License 18.000 - 

Infrastructure/Hardware - - 

Internal IT Personnel 100.000 25.000 

Training 25.000 25.000 

Support/Subscription Fees - 60.000 

TOTAL 274.000 110.000 

 

 

Finally, cost-savings over 5-year horizon for a SaaS vs. Traditional BI 

Implementation should be calculated. The way to do it in any specific case 

is principally shown in Table 1.7. 

Table 1.7. Cost-savings over 5-year horizon for a SaaS vs. Traditional BI                  

Implementation (in irrelevant currency units) 

 Traditional 

BI cost 

SaaS cost Savings  

of SaaS 

% Savings 

over Trad. 

BI 

Implementation / Year 1 1.910.000 360.000 1.550.000 81% 

Years 2-5 1.096.000 440.000 656.000 60% 

TOTAL 3.006.000 800.000 2.206.000 73% 

28.7 Conclusions  

As an organization builds a business case for BI, these final thoughts 

should be considered from a holistic point of view: 

• The framework that has been outlined is exactly that – a framework. 

However, it does provide cost and benefits to calculate, questions to ask, 

and business areas to consider. Each company’s pains and opportunities 

will be different; let the business context dictate the ROI model.  



310      Z. Panian 

• Business intelligence is an enabler, not a panacea. However, it does            

allow an organization to leverage its own data with greater                           

sophistication and precision. Organizations can better understand and 

manage the business by unearthing root causes and monitoring actions.  

• The “soft” benefits should not be underestimated. Many companies later 

find that the increased accessibility and visibility to business                                

information allows employees to generate insights via increased                 

innovation, learning, and collaboration.  

• Four key ROI components are to be considered when building a BI 

business case: business value, BI user productivity, IT effectiveness, and 

total cost of ownership (TCO).  
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Abstract. In this work three multi edutainment platforms were 

evaluated in order to explore usability aspects of edutainment in            

e-learning.  These three platforms were Virtual classroom,                

Game-based and Storytelling.  Entertainment features represented 

by speech, avatars with graphics and game activity was combined in 

these three different platforms. Moreover earcons were incorporated 

to help users resolve problems given efficiently and quickly.               

A dependent group was used to measure users’ performance in 

terms of user achievement, correct answers and satisfaction. The 

experimental results collected indicated that the Game-based                    

approach was the best in terms of users’ achievement effectiveness 

as well as satisfaction with the interface and overall learning                    

experience. 

  

Keywords. Avatar, E-learning, Edutainment, Multi-modal,             

Human-Computer Interface. 

29.1 Introduction  

Educational institutions today are obliged to comply with globalisation.  

Learners, on the other hand, are required to pursue the development of 
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digital technology to become a part of modern society. This new means of                   
information flow has changed learners’ attitude to online educational                

resources [1]. Countless studies from various disciplines, such as              

human-computer interaction and social and cognitive psychology,                    

demonstrate that students’ attitude and emotions have a very important            

effect on student behaviour in online learning [2-8].  Therefore, e-learning 

as a field of recent concern brings as much change to instructors as it does 

to students, requiring a new set of skills that replaces traditional practices.  

Many e-learning systems still present insufficient information, forcing             

students to navigate too quickly to less text-based and more interactive 

sites.  

    Considering the problem of elearning, many researchers are [8-14]             

concerned about the role of multimodal and entertainment in improving 

learning through e-learning systems.  The motivation of this study was to 

measure effectiveness, efficiency and user satisfaction and to evaluate how 

memorable and educationally valuable were certain aspects of                   

edutainment.  

29.2 Previous Studies  

A number of studies have been conducted to investigate the role of                          

entertainment and positive emotions in enhancing learning in general, such 

as [15-17]. In this study a selected number of important related work is 

presented in the next section.         

    One  work [15] has investigated museum websites that present                     

educational materials. These websites are designed to provide the general 

public with educational materials through enjoyment. In this study five 

people participated, from the field of museum-website design experts in 

Taiwan. The approach used in this study was descriptive-qualitative and 

was based on semi-structured in-depth interviews and expert interviews as 

the primary method. 

    The study derived five development guidelines for the design of                

learning through enjoyment in museum websites and noted a number of 

aspects, including: 1) the adoption of multimedia and interactive                     

technologies; 2) consideration of the characteristics of self-directed                

learning; 3) the importance of qualified staff and adequate financial                 

support; 4) identifying a target audience; and 5) the importance of making 

information more sharable. Although these findings are targeted at                 

museum websites, they can be applied generally to e-learning systems.  
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    In another study [16], the target was to explore the influence of tutorial 

and edutainment design of educational software programs that present the 

topic of ‘‘cell division’’ on student achievements, misconceptions and               

attitudes. The cell-division achievement test (CAT), cell-division concept 

test (CCT) and biology attitude scale (BAS) were applied at the beginning 

and at the end of the research. A total of 72 students took part in the study 

(age range 14-15 years). The users were distributed randomly in three 

groups within three ninth-grade classes of a public secondary school. Two 

were experimental groups and one was the control group. In each group 

there were 24 students. Users in all groups had knowledge about                    

computers, but no experience of learning with CAI.  The control group 

practised a traditional teaching method, while the experimental groups 

were educated through computer-based learning.  The study showed               

increases in general achievement in CAT for the experimental 

groups. Students understood the general functions of mitosis and 

meiosis easily since instructional software programs were obvious 

and effective. In addition, the study discovered that misconception in 

the experimental groups is not entirely eliminated even after the 

treatment.  Nevertheless the study confirmed that using edutainment 

software program noticeably alters students’ attitudes towards                  

biology materials. 

29.3 Experiment Design  

29.3.1 Virtual Classroom 

Avatar (sound and human-like expressions) was the main modal used in 

this platform to introduce the edutainment aspects with text as an                    

additional modal displayed simultaneously on the screen. Here the idea 

was to create a learning environment similar to a real classroom where 

teacher and students interact with each other during the class to help in             

understanding the lesson, and to enrich the system with a third dimension, 

that of entertainment . This was done by interchanging the questions and 

answers between a teacher and the students, building valuable dialogue 

and sometimes amusing conversation that might increase student learning 

quality. The Virtual class designed to mimic the real classroom included a 

teacher with board, chairs, tables, floor carpet and wall colour arranged 

and organised in a clear manner, see Fig. 1.1 (a), (b) and (c). 
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     Speech was included to enrich the system with necessary learning                  

elements. Nevertheless, the system switched between teacher and student 

in a rotational manner according to the priority.  To test the knowledge              

retained by the learners, users were asked six questions per lesson.  These 

were built into the system, each question considered as one task, and to         

answer the question the user had a maximum of 60 seconds.  

 

 

 
   (a)                                  (b)                                 (c) 

 

Fig.1.1 (a) Virtual class condition (teacher); (b) Virtual class condition (students); 

(c) Virtual class condition (female student). 

 

29.3.2 Game-Based Learning 

The method used in this platform differed completely from the previous        

interface. Put simply, the user had to read and listen to a specific lesson 

and go directly to tasks (questions) designed as a square game, since it was 

composed of squares. 

    In the early phase, the game appears as six squares (boxes), with the 

main box (rectangular), in the top middle of the screen, allocated for the 

question.  The question appeared only when the user shifted the mouse 

over the box. As the user read the question, he/she immediately had to 

move the pointer over the remaining boxes (six squares) to find the correct 

answer which was distributed randomly in the boxes. Besides the                   

text-based answer, the game provided earcons to help in answering                

questions should the user be unsure of the correct answer. The tone used in 

these earcons was developed by software called Visual Music. By halving 

the tones to two portions, the first half was allocated to the question and 

the second half to the answer.  Therefore, to find the correct tone, the user 

must click on any of the tone buttons allocated to each square or answer. 

The number of boxes rose to seven if the user’s answer was wrong. The 

number of boxes would continue to increase if the answer remained                

incorrect, with nine boxes as a maximum, prompting the user to go to the 
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next question and the game started over. Fig. 1.2 (a), (b), and (c) illustrate 

snapshots of the proposed game.     

29.3.3 Storytelling                

Storytelling, as a means of conveying information to people, is considered 

one of the most effective ways, in the edutainment aspect of the learning 

medium, of teaching students different subjects. The idea adopted from 

some researches, such as[18, 19], and tested here as an edutainment             

interface, presented the science information (geology) in an interactive 

way.  This interface is designed to be hold one lesson, this lesson being           

divided to pages, each page containing some information as speech, text 

and graphs. The user must press the next button to navigate to the next              

portion of information.  Fig.1.3 (a), (b) and (c), demonstrate a snapshot of 

this interface.  

29.4 Results and Analysis  

Overall, 48 volunteers took part in the study, held over four weeks, mostly 

in the Bradford University research laboratory.  All the users utilised the 

three lessons and three edutainment conditions. Conditions and lessons 

were distributed randomly but were the same within each user.                  

Experimental sessions took 30-45 minutes with an average time of 37.5 

minutes (standard deviation 10.60 minutes), including pre- and post-

questionnaire. 

 

 
(a)                                    (b)                                              (c) 

Fig. 1.2 (a) The game in early phase; (b) The game when the user answers             

correctly; (c) The game when the user answers incorrectly with box added.  
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29.5 Users Profiles  

Users were aged 18-54; the average age was 36 with a standard deviation 

of 25.26.  A total of 95.83% of users were male. Users were generally 

highly educated. A total of 43.75% had a doctoral degree while 56.25% 

had a Masters, whereas 2.08% were undergraduates. In terms of the area of 

study, 43.75% were from computing and informatics and 12.9% were from 

engineering. The remaining users had other specialisations. Only 2.08% of 

users had an advanced knowledge of geology, 25% had some knowledge, 

54.17% a very limited knowledge and 18.75% no knowledge at all. A total 

of 33.33% of users had knowledge of e-learning.  

29.6 Tasks achievement  

Fig. 1.4 shows that the mean user achievement for Game-based was higher 

in comparison to Virtual class and Storytelling platforms. Respectively, the 

figures are 79.86%, 97.9% and 85.76%. The proportion of users who                 

completed their tasks without any mistakes was as follows: Virtual class 

77.08%; Game-based 89.6%; and Storytelling 45.80%. In general, as              

depicted in Fig. 1.4, better user performance observed in Game-based 

condition. 

      In terms of each task on its own, as shown in Fig. 1.4, the mean                 

percentage of students who completed tasks one, two, three and four were 

94.81 in Virtual class condition and slightly less in tasks five and six. 

Overall, participants performed slightly better in the first four questions in 

all conditions compared with tasks four and five. But figures were slightly 

lower in Storytelling where the average was 79.17% for tasks four, five 

and six, as seen in Fig. 1.4.  

29.7 Effectiveness 

A mean correct answer has been taken from each condition to show the 

general user performance, as illustrated in Fig. 1.5. It is obvious that 

Game-based here had a better performance level than the other conditions.  

    For Game-based, the figure was about 78.82%, whereas that for Virtual 

class was 53.82% and that for Storytelling was 44.10%. On the task level, 

the number of correct answers in Game-based was higher than in the other 

two conditions. As shown in Fig.1.5. below, Virtual class mean correct            
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answer percentage was 53.82. In contrast, the figure for Game-based was 

78.82% and that for Storytelling was 44.10%. It is obvious that the correct 

answer percentage decreases gradually from Game-based to Virtual class 

and finally to Storytelling. 

29.8 Satisfaction 

Uses satisfactions was measured using a questionnaire. The questionnaire 

used Likert five-point scale with 10-items. Users were asked to express 

their agreement with specific statements. The average score for conditions 

respectively was 75.26%, 73.4%, 64.48.    In addition to the standard             

condition, the Likert five-point scale was enriched by an extra five state-

ments that also expressed user opinion scored as a normal average. In            

Virtual class, the average user score was 3.37, in Game-based it was 3.75 

and in Storytelling it was 3.17. 

 

 
Fig. 1.3 (a) The storytelling interface (example 1); (b) The storytelling interface 

(example 2); (c) The storytelling interface (example 3). 
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Fig. 1.4 User achievement for all conditions 

Fig. 1.5 Users average correct answers 

29.9 Discussion  

It is clear that users did very well in Game-based, being approximately 

78.82% correct, whereas in Virtual class this figure was considerably less, 
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at approximately 53.82%, and even less in Storytelling, at 44.10%. These 

results are an indication that users performed better in Game-based than in 

Virtual class and Storytelling. Although most users had a limited                   

knowledge of geology, these results are, to some extent, reasonable, taking 

into account the effect of earcons in Game-based which interprets the level 

of success. 

    An SUS-score comparison shows that this was higher in Virtual class 

than in the other conditions. On overall, the users’ satisfaction was almost 

as high in both Virtual-class and Game interfaces, but considerably less in 

Storytelling interface. 

     As a result of the data analysis, there is no doubt that condition two 

(Game interface) was the best platform compared with the Virtual class 

and Storytelling. Although the Virtual class came second, users preferred 

Game-based approach rather than listening passively to the lessons.  This 

also emphasises the power of the game in conveying learning materials, as 

many other researchers have suggested.  

29.10  Conclusion 

The focus of this experiment was to investigate users’ involvement while 

experiencing the edutainment features in multimodal e-learning systems, 

through three quantitative aspects, in particular users’ achievement,              

correctness, and satisfaction.  

    The experiment’s results established that the Game-based learning               

interface outperformed all other interfaces. The use of game as an               

educational channel proved to be valuable and had a reduced rate of error 

towards the subject sample. Besides teaching people raw facts, the Game 

developed desirable pleasure and enjoyment that assisted in achieving the 

users’ aspirations. This was the target that our research set out to achieve.  
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Abstract. This paper reports an empirical study which investigated the               

controllability of four interactive conditions: static, adaptive, adaptable and 

mixed-initiative. Each of these conditions was implemented separately as a             

web-based e-commerce application. These environments were tested                           

independently by four separate groups, each consisting of 15 users. Results show 

that the mixed-initiative condition was the best in terms of controllability. In              

addition, surprisingly, subjects who used the adaptive condition were found to 

have a similar level of control to those using the static condition. 

Keywords. Adaptive, Adaptable, Mixed-initiative, E-commerce, Performance,          

Interactive systems, Controllability. 

30.1 Introduction 

More than before interfaces become visually complex and very hard to 

control, which recognised as a phenomenon called by some researchers 

creeping featurism [1] and others bloatware [2]. To overcome this problem 

and reduce their visual complexity, interfaces need to provide easy access 

to the functions that users actually use. However, since users have different 

needs, abilities and usage. Some researcher have suggested to personalise 

the interface [3, 4] and content [5, 6] to each individual user. While, others 
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utilised multimodal metaphors [7] (such as speech [8], and earcons [9, 

10]). 

There are three main approaches to personalisation which are adaptive, 

adaptable, and mixed-initiative. In the adaptive interfaces layout and             

content dynamically are changed by system to meet user’s needs, while in 

the adaptable interfaces provide customisation techniques which permit 

users to adjust their layout and content to suit their needs. Mixed-initiative 

interfaces combine these two approaches to provide what best suits the 

user [11]. On the other hand, these approaches distinguish in their control 

of personalisation. Adaptive approaches are system controlled, adaptable 

approaches are user controlled and mixed initiative approaches are both 

system controlled and user controlled at the same time [3]. 

30.2 Previous works 

There has been spirited debate as to which of these approaches is best [12]. 

For example, in a controlled experiment, 26 subjects were asked to search 

for names in a telephone directory that users can access through a                

hierarchy of menus and tested it against a static system. The results of this 

study showed that subjects performed faster with the adaptive system, and 

69% of subjects prefer the adaptive system. Furthermore, result showed 

that the adaptive system reduces the search paths for repeated names by 

35% in time per selection, and reduce 40% in errors per menu. Another 

study [13] replicated the previous experiment with a larger number of 

trails. The results of this study showed that the adaptive system is effective 

and after using the system for long period of time users did begin to               

perform better with the static interface. Another study carried out a                 

six-week with a 20 participant field study to evaluate their two interfaces 

combined together with the adaptive menus in the commercial word               

processor Microsoft Word 2000. The two interfaces are a personalised in-

terface containing desired features only and a default interface with all the 

features only. The first four weeks of the study participants used the adapt-

able interface, then the remaining for the adaptive interface. 65% of par-

ticipants prefer the adaptable interface and 15% favouring the adaptive in-

terface. The remaining 20% favouring the MsWord 2000 interface. For 

example, Jameson and Schwarzkopf directly compared automatic recom-

mendations controlled updating of recommendations and a condition 

where no recommendations were available. The comparison was con-

cerned with content rather than the graphical user interface. In the auto-

matic recommendation (that is, adaptive) system, the updating was        
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performed automatically by the system, while in the controlled updating of 

recommendations (that is, adaptable) system, it was done by users, and in 

the third (static) system, no recommendations were provided to users and 

the system did not change during usage. Jameson and Schwarzkopf found 

no difference in performance score between the three conditions. Recently, 

another study examined a new adaptive technique called ephemeral          

adaptation. Ephemeral menus recognise predicted items immediately, 

while remaining items gradually fade in [14]. These new techniques were 

examined with static and highlighted adaptive menus. The results showed 

that ephemeral menus were faster and preferred over the static control 

condition when adaptive accuracy was high, and no slower when adaptive 

accuracy was low. In addition, ephemeral menus were faster than               

highlighted adaptive menus, while both were preferable to static menus. 

Most studies in the field of personalisation have only focussed on          

studying the differences and similarity between the adaptive and adaptable 

approach. Consequently, there has been a small amount of research into 

mixed-initiative interfaces, including a study which compared an adaptive 

bar (mixed-initiative system) with the built-in toolbar present in MSWord 

(adaptable system) [15]. It found that the mixed-initiative system                

significantly improved performance in one of two experimental tasks. In 

another study, Burnt et al. [16] designed and implemented the                     

Mixed-Initiative Customisation Assistance (MICA) system, which pro-

vided subjects with the ability to customise their interfaces according to 

their needs, while also providing them with system-controlled adaptive 

support. They found that users preferred mixed-initiative support and that 

the MICA system’s recommendations improved time on tasks and de-

creased customisation time. 

30.3 Experiment Platform 

The experimental platform is a typical web based e-commerce application. 

The experimental platform utilised four types of interaction conditions: 

static, adaptable, adaptive and mixed-initiative approach (see Figure 1.1). 

Each condition was implemented separately. 



324      Dimitrios Rigas , Khalid Al-Omar 

 

Fig. 1.1. An example of the experimental adaptable interface 

30.3.1 Content (Items list) 

Items in the main page are categorised into six groups. Each category 

consists of 10 to 50 items. Each group displays the same amount of             

information. More specifically, items such as name, identification,                   

pictures, price in all categories were displayed.  The default number of 

items displayed at the beginning of the experiment was four items in each 

group. The other items were hidden and subjects were required to search 

for the required item inside each category. Groups in the static conditions 

did not change during subjects use. In contrast, in the adaptive conditions, 

the selected item will move to the top of the list after each selection. Then, 

the interface counted the number of  times each item was used and then 

update the list. On the other hand, in the adaptable and mixed-initiative 

conditions, subjects were allowed to add new lists to the main page and               

delete an existing list. Also, subjects can change lists positions by drag and 

drop list from one zone to another. Furthermore, subject can move items to 

a specific location on the list (up or down).  In addition, subjects could 

customise the number of displayed items (not less than 1 and up to 10 

items) for each category. However, in the mixed-initiative approach,              

subjects could lock and unlock the list from moving up or down. Also, if 

subjects attempt to add impersonalised items, the interface will warn them 

by displaying a confirm message. 



A Controllability and Customisation Approach to Personalised Web 
Content      325 

30.4 Experimental design and tasks 

This study was designed to determine the effect of different                            

personalisation approaches in terms of efficiency [5], effectiveness [6], 

user satisfaction [17], and controllability. Therefore, in this experiment 

four objectives had to be attained first to fulfil our goals. The first one was 

to measure precisely the efficiency of each condition by timing the tasks 

completion and counting the number of clicks, visited pages, and errors in 

each conditions. The second objective was to measure the effectiveness of 

each condition by calculating the percentage of tasks completed                

successfully by all subjects and the number of subjects who successfully 

completed all tasks. The third objective was to obtain the subjects perspec-

tive about the ease of use, ease of purchasing, ease of navigation, ease of 

shopping, and overall satisfaction.  

Furthermore, the experiment aimed to obtain subjects perspective about 

the level of control provided by each condition, and the level of control 

needed by each subject. However, this paper mainly focuses on the last   

objective. For these objectives, the experiment and tasks was design to fit 

in a 45 minute session. The experimental platform was tested empirically 

by four independent groups, consisting of 15 users. All the groups of users 

were asked to accomplish the same 12 tasks. These tasks were designed 

with three complexity levels: easy, medium, and difficult. In order to avoid 

the learning effect, the order of the task complexity was varied between 

subjects. The number of available items, item position (location) in the list, 

number of requirements and guidance was considered when designing the 

tasks, that is, more than three items available within a list that consists of a 

maximum of 20 items. The items are positioned at the top, middle and at 

the end of the list. Thus users can find the item even if the list changes. 

The number of requirements is less than four. The users are guided to the 

list by providing the name of the list and the subcategory. For the medium 

tasks, the number of available items is reduced to two items within a list 

that consists of more than 30 items. The items are positioned at the middle 

of the list. The number of requirements is more than four and up to six              

requirements. The users are guided to the list but not the subcategory, so it 

is the user’s responsibility to search for items in the subcategory. For the 

difficult tasks the number of available items is one item within a list that 

consists of more than 40 items. The items are positioned at the middle of 

the list, to make sure that users can find the item even if the list changed. 

The number of requirements is more than seven. In the difficult tasks there 

is no guidance to items, so it is the user’s responsibility to search for items 

in all lists and all subcategories (see Table 1.1). 
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Table 1.1. Description of tasks that users perform during the experiment 

30.5 Subjects 

This environment was tested empirically by four independent groups, each 

consist of 15 subjects.  The sample consists of 60 subjects (forty four 

males, and sixteen females) from the general population. The experiment 

was tested empirically by four independent groups. All the groups were 

asked to accomplish the same group of tasks (three easy tasks, three               

medium tasks and three difficult tasks) then a one learnable task before 

starting each levels of tasks. Each user attended a five minute training ses-

sion about their environment before doing the requested tasks.  

30.6 Procedure 

The experiment procedure was as follows. (1) Before starting the                 

experiment a questionnaire was used to obtain subjects demographics, 

computer experience, and customisation experience. (2) Subjects were 

given a 5 minutes tutorial to explain how to use the system and even ex-

plain the benefit from the approach used. (3) Before each group of tasks, a 

scenario provided along with a one practical learnable task to assist sub-

jects to get use too using the approach. Subjects were told to enquire ques-

tions if they need, regarding the environment they evaluating and the ex-

periment procedure. (4) At the finish of each session subjects were asked 

to give ratings for the tested environment. The performance of each user 

was observed, recorded and noted in an evaluation form. (5) After each 

group of tasks, a short break been given in between. Then, a questionnaire 

was used to obtain subjects view about the current tasks and approach. For 

Category Easy Tasks Medium Tasks Complex Tasks 

Number of  require-

ments 

1-3  4-5  6-10  

Number of clicks re-

quired 

1 to 2 clicks 5 to 10 clicks More than 15 

clicks 

Number of visited pages 

required 

0 pages 1-2 pages More than 5 pages 

List size 10 to 15 items 25 to 30 items 35 to 50 items 

Items availability  in-

side the list 

3 to more 1-3 1 
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the adaptable approach, subjects been encouraged to customise and                  

informed that they have the right not to do therefore. Therefore, subjects 

were encouraged to customise before starting the experiment and allowed 

to do therefore at any time they need. In addition, instructions for            

customisation were given and assist provided to subjects when needed. For 

the adaptive approach, subjects been asked to register with the system be-

fore starting the experiment. Therefore, instructions for registration were 

given and assist provided to subjects when needed. For the                        

Mixed-Initiative approach, subjects been asked to register with the system 

first and then customise the system after reading the scenario of our ex-

periment. 

30.7 Results 

30.7.1 Controllability 

At the end of each session, subjects were asked to give ratings for 1 to10 

rating scale for user control and 1 to10 rating scale for website control. 

Figure 1.2 demonstrated the difference between the four conditions. The 

high score for subjects control was more or less 90% for mixed-initiative 

and adaptable conditions. On the other hand, in terms of website control 

mixed-initiative had the least score. Closely followed by adaptable               

condition. However, there was a slight difference between subjects control 

and website control. Subjects who utilised the mixed-initiative had more 

control on their condition than other one. Followed by the adaptable                

condition, static, and adaptive with (86%), (66.89%), and (61%)                  

respectively.  

 

Fig. 1.2. The result of controllability in the experiment (N=60) 
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30.7.2 Customisation 

According to Figure 1.3 subjects who customise the adaptable condition 

spent four times more minutes than those who customise the                       

mixed-initiative condition. t-Test results showed that there was a signifi-

cant difference at 0.05 between the time spend to customise the adaptable 

and mixed-initiative conditions (t14 = 9.32, p < 0.05, r =0 .928). 

 

 

Fig. 1.3. The time taken by users to customise the two interfaces 

30.8 Discussion 

As the adaptive, adaptable and mixed-initiative approaches have different 

levels of controllability, this experiment was conducted to address some 

questions concerning controllability. For example, how much control 

(might by percentages) users actually feel whilst utilising adaptive,                

adaptable, and mixed-initiative approach. More specifically, is this control 

is enough to do their tasks easily. Therefore, we asked subjects after                

performing each level of tasks (easy, medium, and complex) along with at 

the end of the experiment. In addition, The experimental results were ob-

tained from both quantitative and qualitative measures, along with              

self-reported and observed data. In addition, an interview was conducted 

with subjects when needed. The results indicate that providing more con-

trol than users required caused confusion and irritation. For example, in the 

adaptable condition, subjects had full control of their content, whereas they 

had less control under the mixed-initiative approach. In addition, subjects 

spent significantly more time customising the adaptable platform than the 

mixed-initiative platform with averages of 25 minutes 42 seconds and 6 

minutes 58 seconds respectively. This should provide more controllability 

feelings on subjects who utilised the adaptable approach. raised the feeling 

of controllability on subjects. In the adaptable approach, the majority of 
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subjects (12) did not wish to customise their environment fully. By                 

contrasts, subjects were happier to control the system in the                       

mixed-initiative environment. In addition, the data shows that the                

customisation time in the mixed-initiative case was significantly lower 

than in the adaptable condition, although the highest scores for subject 

control were 93% for the mixed-initiative and 86% for the adaptable con-

ditions. In addition, it was noticeable that subjects who participated in the 

evaluation of the mixed-initiative were more confident than under static, 

adaptable and adaptive conditions. For example, the majority of subjects 

(Nine) who participated in the adaptive conditions looks worried and con-

fused. After, the experiment during the interview, they said that moving 

items makes them not comfortable. This confusion made them spending 

time on comprehension what is happing around them. Furthermore, sub-

jects who participated in the evaluation of the static condition get bored 

because they spending long time to complete their tasks. In addition, it was 

apparently noticeable that subjects spent less time in customisation in the 

mixed-initiative than  the adaptable conditions. 

30.9 Conclusion and Future Work 

The study reported in this paper assessed the level of controllability of four 

interaction conditions: static, adaptable, adaptive and mixed-initiative. It 

found that the mixed-initiative condition was the best in terms of                 

controllability, followed by the adaptable condition. In addition, it showed 

that providing more control than users required caused confusion and irri-

tation. In conclusion, further investigation is needed to investigate the fac-

tors making some of these approaches more controllable in one context 

than another. 
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Abstract. In recent years there has been a significant growth in 
WEEE production, which actually is the most worldwide rapidly 
growing category of waste with a growth rate of 3-5% annually 
(three times higher the growth rate of the common trash) even if it 
will unfortunately rise by 16-20% over the next ten years [16]. 
Handling this type of waste is becoming more and more difficult 
even in Italy: more than 850.000 tons of electrical and electronic 
equipment were discharged in 2008 from private households and 
businesses and only 14% were properly collected. In this paper a 
logical model will be described reproducing the WEEE distribution 
flows, considering several functional aspects. The model is 
implemented by means of specific simulation software to identify 
critical operational aspects. 

Keywords. DES simulation, Reverse Logistics Theory, Supply 
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1.1 Introduction

Looking through the different definitions of Reverse Logistics which 
can be found in the literature [7, 9], one can understand how its role 
changed in the supply chain: from the mere waste management to the 
actual managing, planning and control of the returns flow concerning raw 
materials, packaging, stocks, finished products from retailers to suitable 
collecting, reuse, recycling or remanufacturing centers [5]. A huge 
literature can be found which asses Reverse Logistics impact on 
companies profits growth, on the environmental protection, on waste and 
pollution reduction and, finally, on resources optimization [6]. In Fig. 1.1 a 
flowchart is presented which identifies all the activities within the field of 
the Reverse Logistics. Several recovery options are considered as product 
recovery can take place at different levels: product  level - cleaning and 
repair; single module level – refurbishing; component level – 
remanufacturing; part  level – parts recovery; materials level – recycling; 
energy level - incineration. 

Fig. 1.1 Reverse Logistics Activities

Implementing an advanced WEEE recovery systems allows a company 
to choose from time to time among the above mentioned options in 
relation to products characteristics and investments rationale. The logical 
model described in this paper carefully reproduces the WEEE distribution 
flows, taking into account all the above mentioned functional aspects. In 
the study area 131 collection centers were found. Products flows stem 
from (end in) the treatment  facility and end in (stem from) one of the 
collection centers. In order to better describe these flows, a zoning was 
carried out considering the provincial boundaries in the area (Fig. 1.2).
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Some simplifying hypotheses were used: each centroid represents a 
collection center; each collection center, consists of a single 30 m3 unit 
load; transportation system up-time is 225 days per year (= 5400 hours/
year); the request for withdrawal is on the whole equal to 60 withdrawal/
day.

 This model allows managing WEEE flows from two channels: 

· direct users; 
· telephone users. 

Direct users are the citizens who carry on their own WEEE at  collection 
centers. If the unit load is full or it  is not  in the collection center, WEEE 
are temporarily stored until the next unit arrives, otherwise they are loaded 
on the transportation unit.

Fig. 1.2 Considered area and zones

Telephone users, instead, represent those citizens who call the collection 
center to ask for the withdrawal service of their own WEEE. The user 
could be charged for this kind of service according to withdrawal features.

1.2!Problem formulation

The distribution network is represented by a weighted graph which 
describes the road system. The network does not  provide for the inclusion 
of existing roads, but it  is a linear representation of the considered paths 
(Fig. 1.3). 
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Fig. 1.3 Distribution network

For each edge was therefore defined the initial node and the terminal 
node, the length (km), the cost of fuel (€/liters) and the travel time. Data 
were used both for internal and external routing. As it  concerns the latter 
route, travel time between every province and the treatment  center were 
evaluated [4]. The model was implemented in Rockwell Arena by means 
of several sub-models, allowing the inherent advantages of a modular 
representation of the system [1].

Adopted sub-models refer to phone requests management, direct 
requests management  and waste creation. Simulating WEEE flows within 
the virtual network could help detecting the critical points in real flows 
managing, taking into account some important  factors such as: number of 
vehicles, type of request, requests and withdrawals managing policy, 
number of centers to serve, provinces relative importance, vehicles 
availability. Analyzing the dimension of the queues made of “waste 
entities” that  are waiting to be accepted in the unit  loads at the collection 
center, the suitable number of unit  loads or vehicle which optimize waste 
management can be found. 

1.3!Model structure

The generation of WEEE collection request has been modeled by a 
“create” block, referring to a random distribution of arrivals, which at most 
results in 60 requests per day. In the “assign” block attributes were defined 
with their respective percentages (direct  or phone users, request before 12 
a.m. or later) and the frequency of collection requests during the week (g). 

The entities are dispatched by the “decide” block which has the task of 
splitting the WEEE flows in direct  or phone users, determining the in-flow 
of the two sub-models. Another sub-model was used to “create the waste” 
for both channels (Fig. 1.4).

The sub-model for phone requests management, opens with a “decision” 
block (if-then-else). As a matter of fact, the request  can only be accepted 
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during the first  5 days of the week, Monday-Friday; on Saturday and 
Sunday, the user can decide whether to hang-up or leave a voicemail 
message but, in both cases, the request leaves the system thanks to a 
“dispose” block (Fig. 1.5). For accepted requests, a further decision point 
recognizes whether the request  was before 12 a.m.; this is critical in 
properly establishing the day of withdrawal. Indeed, if the phone request 
arrives before 12 a.m. then it  is supplied the next  day otherwise it  is 
supplied after two days. It  is important to point out  that for all requests 
arrived on Thursday after 12 a.m. and on Friday, the withdrawals are 
scheduled for the next Monday.

Fig. 1.4 Rockwell Arena model

As it  concerns to sub-model for direct requests managements, it  is 
modeled by a single “allocation” block, where the volume of the request 
and the province from which issued the request are assigned to the entity. 
Finally an “Entity Picture” is assigned to represent WEEE typologies, 
which improves the understanding of the simulation dynamics (Fig. 1.6).

Fig. 1.5 Phone requests management sub-model

Fig. 1.6 Direct requests management sub-model
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1.3.1!Waste generation sub-model

In this sub-model collection requests are turned into WEEE, information 
is sent  to the administrative body or to the firms involved in the network 
and the routing is established relating to each province. 

Two inputs are used, one for direct  users, one for phone users. In the 
first  case, the waste is examined in a “decide” block and sent in the 
suitable withdrawal point of the corresponding province, defining the 
filling of the related unit load. 

Four basic parts are defined (Fig. 1.7): 

• Part I, internal routing [4, 13]; 
• Part II, disposal center management; 
• Part III, external routing [4, 13, 14, 15]; 
• Part IV, transportation management.

Fig. 1.7 Waste generation sub-model

As it  concerns the internal routing, a fictitious requests generation is 
made, with random distributed events (even if there’s one, and just one, 
request  during a minute). These entities are divided among the 5 days in 
which requests are accepted and held in five different “hold” modules. The 
waste is firstly sent  to a decision block to determine the day of the request 
and then to another block to figure out  which province it  belongs, so to be 
sent  to the “process” block in which the entity will be processed [2, 8, 10, 
12]. 

This block really represents the internal routing in the considered 
province. In each of the nine “process” blocks (one for each province) the 
type of routing (triangular) and their values were defined, for each day 
(Fig. 1.8).
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Fig. 1.8 Internal routing definition

Before the waste is allocated to the unit load, some considerations are 
needed on how managing its capacity. 

After the internal routing, the waste is kept  in a “hold” block with the 
following release rule: release the queue if the capacity of the container in 
the same province is Cp > 0. This means it  is allowed entry to the product, 
characterized by a certain volume, only if there is the right space in the 
container.

A backward count  removes from the initial available capacity (30 m3) 
the volume of each waste arrival and determines the remaining capacity. If 
the container is full, waste is sent  to another queue, waiting for the 
container to be empty. The “batch” module determines the number of 
products that constitute, from case to case, the batch of WEEE. 

A “separate” block splits the entity in two parts: the physical part  which 
is the full unit load and the information part, which represents the 
withdrawal request from the collection center to the coordinating center.

The physical part is then sent to the “match” block waiting for the 
arrival of the pick vehicle (Fig. 1.9). Some “process” block will account 
for the unloading/loading time. As for the internal routing, the entity goes 
through a “process” block which really represent the external routing. Also 
in this case the distribution is supposed to be a triangular one.

Fig. 1.9 Match block for waste withdrawal

The withdrawal request is instead used as an input  in the transportation 
management sub-model.
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Fig. 1.10 Part IV: transportation management sub-model

In this sub-model, “transportation means entities” are generated by a 
“create” block, with random distribution of the arrivals, one and just  one 
arrival per minute, with the limit value varying according to the specific 
simulation: first simulation: at most 1 vehicle per minute; second 
simulation: at most 2 vehicles per minute; third simulation: at most 5 
vehicles per minute; fourth simulation: at most 9 vehicles per minute. 
These entities are assigned to the variable “vehicle” and to the Entity 
Pictures. Once generated, the transportation entity waits for a request  from 
the coordinating center. When the request arrives from one of the nine 
province, the entity goes for the external routing. This process is modeled 
with an “infinite hold” block, which holds the entity until a picking 
condition is defined by a “remove” block (that is until it  has finished its 
withdrawal, transportation and unloading operations on the unit  load at  the 
treatment center). Entities will finally flow out through a “dispose” block.

1.4!Results and discussion

Four simulations were performed as the number of vehicles varies from 
1 to 9. The mean dimension of the queues, and the resulting mean time 
spent by the entities waiting to be processed at  the collection centers, 
allows for decisions about  vehicles number to employ. Fig. 1.11 provides a 
meaningful picture of the situation. The first  one shows the trend of the 
average values of the code, grouped by type of simulation.
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Fig. 1.11 Mean queues dimension as number of vehicles varies

With 5 vehicles a significant reduction in the mean queues dimension 
occurs; particularly, when the smaller collection centers are considered 
there are no entities waiting for processing. The mean values considering 
each province are showed in Fig. 1.12 (on the left  side). This result is 
strengthen if the intervention time is considered. The maximum 
intervention time (MIT) is the time that  elapses from the withdrawal 
request  is set  until the full load unit is replaced with an empty one at the 
collection center. This variable mainly depends on the catchment area 
supplied by the collection center and is enforced by the Legislative Decree 
151/2005. Errore. L'origine riferimento non è  stata trovata.3 (on the 
right  side) shows the estimated intervention time when just one or five 
vehicles are considered.

Fig. 1.12 Mean queues dimension considering each province and Maximum 
Intervention Time and Estimated Intervention Time

1.5!Conclusions

The synergic action of different actors involved in environmental 
protection, is pushing more and more EEE manufacturers to adapt  their 
strategies, plans and business goals in an environmentally conscious way. 
Handling WEEE is becoming more and more difficult, especially in Italy 
where these goods, at the end of their life cycle, are sent for the most  part 
in landfills or incinerators, with any pre-treatment or safety measure. To 
this end, the role of the Reverse Logistics is becoming more and more 
critical: from the mere waste management to the actual managing, 
planning and control of the returns flow concerning raw materials, 
packaging, stocks, finished products from retailers to suitable collecting, 
reuse, recycling or remanufacturing centers. In this paper a logical model 
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has been described reproducing the WEEE distribution flows in the 
Southern Italy, considering several functional aspects. Results provided 
important  information about the number of vehicles to be adopted in the 
network to minimize the intervention time at the collection centers.
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Abstract. This paper reports a comparative empirical investigation of the effects 

of content size on user satisfaction and customisation of five different personalised 

menu types: adaptable, adaptive split, adaptive/adaptable highlighted,                     

adaptive/adaptable minimised and mixed-initiative menus. Two independent 

experiments were conducted, on small menus (17 items) and large menus (29 

items) respectively. The experiment was conducted with 30 subjects and was 

tested empirically by four independent groups (15 subjects each). Results show 

that in small menus, the minimised condition was preferred overall, followed by 

the adaptable and highlighted types. By contrast, in large menus, the                    

mixed-initiative condition was the most strongly preferred, followed by the mini-

mised approach. 

Keywords. Adaptive, Adaptable, Mixed-initiative, E-commerce, Performance,    

Interactive systems, Controllability. 

32.1 Introduction 

To date, researchers have personalised graphical user interfaces for              

individual users to enhance the usability of graphical user interfaces to           

reduce visual search time. To overcome this problem some researcher have 

suggested the use of multimodal metaphors [1] (such as speech [2], and 

earcons [3, 4]). As users often have different needs, abilities and usage, 
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many researchers have suggested to personalise the interface [5, 6], and 

content [7, 8] to each individual user. There are three approaches to                

personalisation. Adaptive interfaces dynamically change the interface lay-

out and content to each user’s needs, while adaptable interfaces provide 

customisation techniques which permit users to adjust their layout and 

content to suit their needs. Mixed-initiative interfaces combine these two 

approaches to provide what best suits the user [9]. 

32.2 Previous works 

Most studies in the field of personalisation have focused on studying the 

differences and similarity between the adaptive and adaptable approach. 

For example, a controlled lab study with 27 subjects compared the               

satisfaction of static, adaptive, and adaptable split menus [5]. The result 

showed that 55% of subjects preferred the adaptable menu, 30% favouring 

the adaptive menu and 15% the static menu. In another study, a sixty-three 

subjects were requested randomly to complete 24 tasks using both menus. 

The results showed that eighty-one percent of the subjects preferred the 

static to the adaptive menu [10]. In addition, a six-week field study with 20 

participants evaluated two interfaces combined with the adaptive menus in 

the commercial Microsoft word processor MSWord 2000. These were a 

personalised interface containing needed features only and a default             

interface with all the features. During the first four weeks of the study             

participants used the adaptable interface, then the adaptive interface for the 

remaining time. It was found that 65% of participants preferred the             

adaptable interface, 15% favoured the adaptive interface and the remaining 

20% chose the MSWord 2000 interface. However, according to [11], there 

were two potentially confusing variables.  

In contrast, another study, compared the satisfaction of adaptive and 

static menus using  26 subjects [12]. Subjects were asked to search for 

names in a telephone directory that users can access through a hierarchy of 

menus and tested it against a static system. The results showed that 69% of 

subjects prefer the adaptive system. Recently, another study examined a 

new adaptive technique called ephemeral adaptation. Ephemeral menus 

recognise predicted items immediately, while remaining items gradually 

fade in [13]. These new techniques were examined with static and               

highlighted adaptive menus. The results showed that ephemeral menus 

were faster and preferred over the static control condition when adaptive 

accuracy was high, and no slower when adaptive accuracy was low. In ad-

dition, ephemeral menus were faster than highlighted adaptive menus, 
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while both were preferable to static menus. However, there has been a 

small amount of research into mixed-initiative interfaces, including a study 

which compared an adaptive bar (mixed-initiative system) with the built-in 

toolbar present in MSWord (adaptable system) [14]. It found that the 

mixed-initiative system significantly improved performance in one of two 

experimental tasks. 

32.3 Experiment Platform 

32.3.1 Subjects 

A total of 60 graduate and undergraduate students voluntarily                

participated, 30 each on small and large menu designs. These were split 16 

/ 14 and 19 / 11 respectively between males and females. The ages of sub-

jects in both experiments ranged from 18 to 44, while their average com-

puter usage exceeded 12 hours per week. In both experiments, each subject 

was randomly assigned to one of five groups of 6 subjects, each of which 

followed the five experimental menu conditions in a different order. 

32.3.2 Menus Design 

Five different menu conditions were tested in each of two experiments 

(on small and large menus): adaptable, split, highlighted, minimised and 

mixed-initiative menus. Figure 1.1 illustrates the five menu types tested in 

experiments 1 and 2. Our work is different from others because our             

comparison involved a combination of different approaches. As the divi-

sion between personalised approaches is not straightforward, a mixture of 

these is included in the comparison (see Table 1.1). In the adaptive            

approach, the chosen techniques were split, highlighted and minimised 

menus, because their use is commonly reported in the literature with                

successful results and they are commercially utilised. These three tech-

niques provided three levels of adaptation occurring mainly in block 1: (1) 

changes occurring without moving items (that is, highlighted menu), (2) 

changes made by moving recently and frequently clicked items to the top 

of the list and leaving the others unchanged (that is, split menu) and (3) 

changes made by moving only frequently clicked items to the top of the 

list and leaving the others unchanged (that is, minimised menu). It was 

considered essential to investigate which of these techniques was more             

usable on small and large menus.  
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Fig. 1.1. Screen layout and menus in the experiment 

Table 1.1.: Approaches utilised in each block 

Block 1 Block 2 
Menu 

Approach 

Highlighted Adaptive Adaptable 

Adaptable Traditional Adaptable 

Minimised Adaptive Adaptable 

Mixed-initiative Mixed-initiative 

Split Adaptive 

 

Conversely, within the adaptable approach, the chosen techniques were 

(1) customisation with help not provided (that is, adaptable menu), (2)             

customisation with assistance provided by highlighting the frequently 

clicked items (that is, highlighted menu) and (3) recommendation provided 

by moving frequently clicked items to the top of the list, followed by a 

horizontal line separating the recently clicked items and hiding the others 

(that is, minimised menu). 

32.3.3 Menus Labels 

In the small menu experiment, 85 different nouns from five label               

categories (17 nouns in each category) were used as labels of the menu 

items, while for the large menus, there were 145 different nouns from the 

five label categories (29 in each category). The categories in both cases 

were vegetables, fruits, drinks, frozen food and ready meals. Nouns shorter 

than four or longer than eleven characters were excluded, while no more 
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than four nouns in any category had the same initial letter. The category 

name was shown in the title bar at the top of the menu. 

32.3.4 Tasks 

All subjects were asked to make the same number of selections                        

(50 selections each). Each condition comprised of two task blocks, each of 

which contained 50 selections. Therefore, each subject performed a total of 

500 selections and the thirty subjects made a total of 15000 selections in 

each experiment. 

32.3.5 Selection Frequency 

Table 1.2 shows the distribution of the selection frequencies used in the 

two experiments. The numbers in the first, fourth and seventh columns of 

the table indicate the vertical position of an item as number of places from 

the top. The second and fifth columns show how many times an item 

would occur in 100 selections for the small menu, while the third, sixth 

and eighth columns show how many times an item would occur in 100             

selections for the large menu. A number of different selection frequency 

distributions are reported in the literature. However, we are interested in 

the distributions of difficult items where the high-frequency items can be 

found near the bottom of the list. The distributions for small and large 

menus were adapted from the literature with some modification [15]. 
 

Table 1.2.: Selection frequency of small and large menu items and their distribution 

Distribution Distribution Distribution 
Item 

Small Large 
Item 

Small Large 
Item 

Large 

1 0 0 11 2 4 21 2 

2 0 0 12 4 6 22 4 

3 4 0 13 10 0 23 0 

4 8 0 14 12 0 24 8 

5 0 6 15 2 0 25 0 

6 4 8 16 20 8 26 10 

7 0 4 17 8 0 27 12 

8 10 6 18 - 4 28 6 

9 4 0 19 - 10 29 2 

10 12 0 20 - 0 - - 
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32.3.6 Experimental Design 

Each of the two experiments followed a within-subjects design and was 

planned to fit into a one-hour session. Subjects were informed that the 

menu conditions were divided into two blocks. Block 1 consisted of a             

50-item sequence selection and block 2 consisted of the identical 50-item 

sequence to block 1. Between the two blocks, subjects were given a                  

2-minute break. For the adaptable condition, subjects were allowed to take 

extra time during the break to customise their menus if they wished to do 

so. That was their only opportunity to customise. 

32.3.7 Procedure 

The procedure consisted of four steps. (1) subjects were randomly                

assigned to different orders of conditions depending on the order of arrival, 

then a questionnaire was used to obtain information on user demographics, 

education and computer experience. (2) Prior to starting each menu condi-

tion, subjects were given a recorded tutorial. (3) In the experiment, the 

subjects performed the five conditions in a pre-determined order given by 

the experimenter. A condition comprised of two task blocks, each of which 

contained 50 selections. Therefore, each subject performed a total of 500 

selections. (4) Subjects were asked to choose the menu condition                 

according to the order given by the experimenter. The first task block                

began when the subjects clicked the ‘Start’ button. Next, a target item 

wasdisplayed on the screen and subjects were asked to select the same 

item from the pull-down menu as quickly and accurately as possible. If the 

wrong item was clicked a cross symbol appeared on the screen. The                

second target item appeared once the target item had been selected. When 

a subject selected the correct item, the menu was disabled for 1 s before 

the next item. Time between the presentation of the target item and the 

correct selection was recorded, as well as the number of errors (incorrect 

selections). In the adaptable and minimised menus, subjects were told that 

they could change the positions of the items if they wanted to do so after 

the first block.  



348      Khalid Al-Omar, Dimitrios Rigas 

32.4 Results 

32.4.1 User satisfaction 

At the end of the experiment subjects were asked to give ratings for 1 to 

5 rating scale for user preferences. According to Figure 1.2 (a), the result 

shows that in the small menu exactly one-third of subjects selected the 

highlighted menu as the first preferred menu, followed by the adaptable 

with 8 subjects, whereas exactly the same number of subjects (5) chose 

both the minimised and mixed-initiative menus as the best menu. By               

contrast, there was solely two subjects selected the adaptable menu as the 

best menu. The adaptive split was the least preferable menu among other 

menus with just over one-third of subjects. It was followed by the               

mixed-initiative, highlighted, and adaptable menus with 8, 5, and 4 sub-

jects respectively. In contrast, just two subjects selected the minimised 

menu as the unwanted menu. Conversely, Figure 1.2 (b) shows that in 

large menu just under the half of subjects preferred the mixed-initiative 

menu, followed by the minimised, highlighted, and adaptive split menus 

with 7, 5, and 4 subjects respectively. By contrast, there was no subject   

select the adaptable menu as the best menu. In addition, this menu was    

categorised by 16 subjects as the most undesirable menu. Followed by, the 

adaptive split with 11 subjects. 

 

 

(a) Small menus 
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(b) Large menus 

Fig 1.2.: User Satisfaction with usability for small and large menus 

32.4.2 Customization 

Subjects were not allowed to customise during the tasks; they had one 

opportunity to do so before starting block 2. It was found that they spent 

significantly less time customising the small menus than the large ones:  1 

hour and eighty two minutes and two hours twenty two minutes                   

respectively (see Fig 1.3). The results show that subjects behaved differ-

ently towards highlighted and adaptable menus according to their size; for 

example, they customised large menus less than small ones. In addition, 

subjects who customised adaptable menus spent more time on large than 

small ones, while those who customised highlighted menus spent less time 

on large than small ones. 
 

 

Fig 1.3. :  The time taken by users to customise the small and large menus 
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32.5 Discussion 

This study attempted to assess which personalisation approach was                   

preferred by users. In addition, this experiment examined users’ views of 

the amount of personalisation (adaptive and adaptability levels). In other 

words, it examined whether the size of personalised menus affected user 

satisfaction, as it does with other usability parameters (such as                  

effectiveness and efficiency [16]. For instance, for small menus [17],               

results show that overall the adaptable menu was surprisingly the best in 

terms of efficiency. Errors were also reduced in the adaptable menu by 

50% when subjects customised their menus. Unexpectedly, subjects were 

slower using the split, mixed-initiative and minimised menus. For large 

menus [18], the split menu condition was found to be the best overall in 

terms of efficiency on initial use, while the adaptable type was slower than 

the highlighted and mixed-initiative menus. The minimised menu was 

found to be the best in terms of efficiency for the second time of use. A 

comparison between small and large menus [16] shows that the adaptable 

type was surprisingly the most efficient overall of the small menus and the 

least efficient of the large ones. On the other hand, the minimised type was 

the slowest of the small menus and the fastest of the large ones. Finally,       

errors were reduced in adaptable and minimised small menus by 50% and 

62% respectively, whilst being increased in the large adaptable type.  

32.6 Conclusion 

The empirical work reported in this paper has demonstrated that user          

satisfaction with personalisation approaches is affected by the size of            

content: as this increases, the usability of the adaptive and mixed-initiative 

approaches increases and that of the adaptable approach decreases. In          

addition, it shows that subjects were more likely to customise small menus 

than large ones. In conclusion, this topic is in need of further investigation; 

for example, there would be value in exploring other types of menu such 

as Microsoft personalised menus, which display a short set of items while 

others are hidden. Another line of enquiry would be to examine these              

approaches by combining different media such as text and graphics, text, 

graphics and speech, earcons and auditory icons. Such multimedia                 

combinations might facilitate tasks or introduce new difficulties.                  

Therefore, more research needs to be undertaken on this topic to                 

understand these approaches from different perspectives. 
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Abstract. The mass production of products and IT services in bank 

sectors, including the number and the complexity of processes                

required to operate efficiently, have had important improvements. 

The work that is presented in this paper is focused on the modelling 

of business processes that a banking organization follows, during 

the processes of a loan request. These activities are modelled with 

the aim to localize time-consuming processes, which cause delays to 

the total procedure. The methodology that is used for the Bank loan 

processes is the Business Process Modelling Notation (BPMN).  

Moreover, Effective Key Performance Indicators (KPIs) are                  

proposed in order to measure and assess BPMN-based processes. 

Keywords. Business Process Modelling, Business Process Model-

ling Notation, Key Performance Indicators, Decision Support                  

System, Bank Loan Processes. 

33.1 Introduction 

There has been much activity in the past three years in developing                

Web-Service based bank application systems [1, 2, 3, 4]. Our work focuses 

on the optimization of the approval process a bank conducts during the     

1 1 1 2 
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application process of small business loans. When the customer requests a 

loan from the internal departments of a bank, its application has the               

capability to slide from stage to stage after its initial submission, until the 

loan’s final decision is made. The information system that has been created 

has as a direct aim the quantitative and qualitative follow-up of the process 

in question, through the creation and management of indicators (KPIs) in 

each status. An important attribute of successful process improvement             

efforts is the close relationship to the organization’s business goals and       

objectives. 

Once the business goals are defined, the organization has to accomplish 

the following tasks: 

• Select a framework that will enable the realization of the goals and             

objectives. 

• Select a process improvement approach. 

• Develop and document a process improvement plan. 

• Execute the plan with all of the management attributes that accompany 

any project. 

There is a strong belief, as Oberweis [5] states, that the most effective 

and efficient way to satisfy more than one standard is to implement them 

simultaneously rather than sequentially. Such an approach enables process 

developers to capitalize on the commonalties between those standards and 

use the strengths of one standard to offset the weaknesses in the other. 

Process improvement is a major undertaking for any organization                

established [6]. It requires these tasks: 

• Analysis of existing processes 

• Changing existing processes 

• Developing new processes 

• Deploying new and modified processes through the organization 

• Training staff to use new or modified processes 

• Sometimes abandoning comfortable, yet inefficient old processes 

Most organizations select an approach that will enable them to                

implement the selected standard(s) and then measure the effectiveness of 

the new processes. The most fundamental approach is based on Plan–Do–

Check–Act (PDCA) cycle [7]. In the PDCA cycle, the existing process is 

compared to the selected (or required) standard or model. Based on the de-

tected “gaps”, the organization develops a plan for process improvement, 

updates or changes processes, measures the improvement, standardizes the 

new processes, and finally implements them across the organization. The 

cycle repeats until all goals are achieved. With this definition, we move 

away from the rigid implementation of each clause found in a standard. 
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The methodology that will be used will be applied to the Bank Loan                

Application Process. Focus is placed on the following four axes: 

• Reduction in the duration of implementation of enterprising process 

• Reduction of implementation time 

• Reduction of cost  

• Improvement of quality 

33.2 Problem formulation 

Business Process Management (BPM) is a concept tightly engaged with 

Information Technology (IT) and Management, for many years, under        

various names and labels [8, 9, 10]. Based on a process definition a BPM 

tool can route work between process participants, no matter if they were 

human actors or computer machines. As automatic management of                

business processes was seen as one of the cornerstones of advanced               

Enterprise Application Integration (EAI) solutions, leading EAI vendors 

started putting BPM engines on top of their EAI suites. Today’s advanced 

EA concepts revolve around the idea of Service-Oriented Architecture 

(SOA) [11, 12]. Not surprisingly, BPM again is seen as an important build-

ing block of SOA. Since SOA focuses on standards, the industry has               

witnessed a “BPM standards war” with Business Process Execution              

Language (BPEL) emerging as a clear winner [13,14,15]. 

The Business Process Modelling Notation (BPMN) is the new standard 

to model business process flows and Web-Services. Its definition has 

evolved over the years with its beginning being described as a way to 

manage processes on an ongoing basis and offsets it from BPR’s one-off 

radical changes [16]. Van der Aalst [17] had given the most comprehen-

sive definition of BPM as “supporting business processes using methods, 

techniques, and software to design, enact, control, and analyze operational 

processes involving humans, organizations, applications, documents and 

other sources of information”, further connecting BPM from modelers to 

organizations, their administration, and of course their highly valuable             

asset, their customers. As illustrated in the Fig. 1.1, these stages complete a 

Business Process Management life cycle. 

The use of BPMN as the formalization language for contract-business 

processes is based on many features that make it advantageous to other 

similar languages such as UML, activity diagrams, and format colored 

Petri nets. BPMN offers flexibility because it uses two levels of                

information representation, graphical notation that makes it simple to             
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understand and the use of BPMN constructs to define a set of attributes 

that allow it to be specific. 

 

Fig. 1.1. Process Modelling Mix. 

The ability to define attributes and user-specific activities and                 

procedures makes BPMN the preferred option. The language’s graphical 

nature makes it easily comprehensible by both modelers and users.             

Maintaining this easily understandable format, BPMN’s non-graphical            

attributes allow modelers the ability to map to Business Process execution 

languages. 

33.3 Loan Process Flow 

The specific BPMN diagram, which is illustrated in Fig. 1.2, is completed 

by three separate pools. A pool represents a participant in the process. A 

participant can be a specific business entity (e.g., a company) or can be a 

more general business role (e.g., a buyer, seller, or manufacturer).                   

Graphically, a pool is a container for partitioning a process from other 

pools, when modeling business-to-business situations, although a pool 

need not have any internal details (i.e., it can be a "black box"). 

In the first pool, the bank's client is modeled and the process of various 

loan applications is formatted. In the second pool, the Bank System pool, 

the loan application processing and approval procedure is designed. The 

orchestration pool acts as a central management entity of all other pools, 

made up of those responsible for the overall organization and                

communication. In the third pool, employee pool, the bank employee               

responsible for the approval phased is modeled. 
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The client, from the client pool, completes an application form on the 

internet. In this way, a request for a loan product from the bank is initial-

ized. Τhe bank system pool, after receiving the application request, com-

municates through xforms with the employee pool in order for the client's 

application to be checked. The “check” subprocess examines the credibil-

ity status of each client and automatically designates the statues of each 

application. This state approves or denies the particular client’s applica-

tion. 

 
Fig. 1.2. BPMN model for bank loan initiation. 

The modeling of the whole of activities is actualized using Intalio              

designer. Intalio|Designer is built on top of the popular Eclipse platform. It 

is a collection of Eclipse plugin, and runs on any of the many operating 

systems supported by the Eclipse workbench, including Linux, Mac OS X, 

and Microsoft Windows. Intalio|Designer has a very modular architecture, 

with core modules being part of Intalio|BPP Community Edition.                   

Intalio|Designer provides an environment where deployed processes are 

just one click away, literally. Once a BPMN process has been modeled, 

bound to external systems and linked to workflow tasks – all activities per-

formed through intuitive graphical metaphors and simple wizards -- a sin-

gle click validates the process, generates the code, checks for all depend-

encies, deploys all artifacts onto Intalio|Server. Intalio|Server is a native 

BPEL 2.0 process server based on the J2EE architecture and certified for a 

wide range of hardware platforms, operating systems, application servers, 

and database servers. 
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The proposed system will help in the synchronized selection and              

effective correlation of all information, so as to result in the creation of a 

centralized knowledge base, through the dynamic depiction of important 

KPI networks. The key, for the successful system application for web-KPI 

monitoring, is the equitable choice of measurement indicators of record 

and their corresponding statistical significance, in order for these to reflect 

the strategy and the objectives of a bank, via the central loan methodology. 

The system will provide information and knowledge so much for time             

indicators of lending flows (named as “Timestamps KPIs”) as for,              

quantitative indicators (named as “Volume KPIs”) and qualitative                

indicators (named as “Quality KPIs”) respectively. The correlation of the 

three categories, that will be achieved via the proposed system, could             

produce a dynamic system of decision making where the user will be able 

to make decisions based on the connected KPIs. 

 
Fig. 1.3. Bank Loan Business Flow Technical Topology. 

The total of available information as well as the access in all the               

sub-systems of the new web-KPI system of a bank will be achieved by a 

specific web portal which will be accessible via the bank’s intranet by all 

users, according to the rights of use and access that the bank has                  

designated. The breadth of information is explicitly sufficient that it does 

not emanate only from one system, but is found to be collected from            

various external sources and relevant databases. 

More specifically, according to the actualized architectural structure 

(Fig. 1.3) of the information systems of the bank, the information that is 

used for the catering of currently-used system web-KPI is found mainly in 

external DB systems of the bank, from where a credibility status of the       

application is generated automatically, according to the bank’s internal 

data warehouse system. The core of the system is the central business logic 
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server, based on Matlab with the BPMN Intalio Server Engine. As soon as 

a loan request is made, the BPMN model generates some BPEL outputs 

that are analyzed by the business logic middleware (Matlab) according to 

some specific Key Performance Indicators that are explained below. The 

KPI analysis creates a dashboard of results and some graphs in order to        

assess the KPI performance and produce some reasonable decision, based 

on the k-means clustering algorithm [18]. 

33.4 Dynamic Monitoring and Metrics (KPIs) 

For the modeling and the assessment of the loan process effectiveness and 

in order to model in the best way the analyzed simulation results, some 

specific KPIs were derived. The KPIs were divided into three distinct            

sections. Section A comprised of Timestamps-relevant KPIs, Section B 

comprising of Volume-related KPIs and Section C was a combination of 

the two above to create some Quality KPIs. The calculations were based 

on the BPMN model which has been aforementioned presented (Fig. 1.2) 

and was generated and simulated on the BPMN workflow engine, using 

BPEL language and back-end database system. 

33.4.1 Timestamps KPIs 

Four Time-related KPIs were used, in order to measure the time delays in 

between several statuses in the overall BPMN model. The time                

measurements were executed on the workflow engine, using BPEL coding 

and a MySQL database in order to store and analyze the timestamps. TA 

represents the overall approval time for a specific application (i) in a             

specific branch of a bank (j). A summation series was used to measure the 

overall delay from the initial loan request up to the final contract status for 

a loan request. TR represents the overall rejection time for a loan                  

application that due to problems is rejected by the bank employee. TD 

represents the application queue delay metric that represents the fractional 

delay factor between two important process flows. The process of creating 

a loan request after the application is being approved over the two                

signatures processes. This fractional time indicator will measure and            

compare at the same time the two most important and time consuming 

processes in the loan request procedure. 

Finally, the TC metric will measure the final contracting time for every 

application. The combination of the contracting time with the overall delay 

and the delay metric, will reveal the cause of any specific delay in the 
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overall process and indicate the employee that should speed up its                   

individual performance. 

33.4.2 Volume KPIs 

Regarding the volume metrics, three Volume-related KPIs (Table 1) were 

used, in order to measure the volume delays in between several statuses in 

the overall BPMN model. The basic metric unit is the application of a loan. 

Table 1. Volume Key Performance Indicators 

Description Volume KPI 

Total Applications Processes (FA) per Bank (j) ( )∑
∈Nj

jAF ][  

% of Rejection (FR) per Bank (j)  ∑
∈










Nj

j

R

F

F
][

1

2
 

% of applications actually processed  

by contracting (FC) per Bank (j) ∑
∈










Nj

j

AF

F
][

2

4
 

According to the assessment procedures, the application may be                    

rejected, or even blocked in a later stage of the overall process. Volume 

KPIs were constructed to measure and count the overall numbers of appli-

cations. FA represents the initial application pool of a specific branch (j). 

FR is the percentage of the rejected applications and FC denotes the final 

loan contracts that were processed by some successful applications. Vol-

ume KPIs will be combined with the time metrics in order to produce good 

quality KPIs to assess the quality of the loan procedures and by definition 

the quality of the employees taking part in the processes in various statuses 

and parts of the BPMN model. 

33.4.3 Overall Quality KPIs 

Quality KPIs evaluate the combination of the delay metric and the volume 

metric. Three quality metrics were produced, that will take part in the deci-

sion process according to some clustering algorithms.Q1 represents the % 

ratio of accepted applications over the acceptance time. Denotes the qual-

ity of the loan acceptance “speed” and should be higher than the rejection 

quality metric, in order for the branch to have a positive ROI. Q2 repre-
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sents the % ratio of rejected applications over rejection time. A small value 

denotes problematic employee performance (low number of loan applica-

tion requiring big time intervals to be rejected) whereas high number also 

must be examined since the rejection status would be very “quick” to be 

analytic. Finally, Q3 denotes the overall quality metric of the loan process, 

by a multiplication of the basic time delay metric (TD) and the number of 

final contracts from the successful applications. 

33.5 Conclusions and Further Work 

In this paper, the BPMN approach was used, in order to model and meas-

ure a process performance. Through the application of BPM and the use of 

process-oriented IT systems (BPM systems using BPEL code) quality and 

bank performance of loan processes loan processes could be increased 

substantially. The most important effects of the procedure presented in this 

paper, are the following: 

1. Cycle time could be reduced. This is mainly due to the fact that 

waiting time may be completely eliminated. As soon as a certain 

process step is finished the case is automatically moved forward by 

the BPM system using BPEL code. 

2. Output per employee could be increased. All process steps that can be 

performed by a BPEL machine (without loosing quality) will be 

executed by the IT system. For instance, prior to automation, 

employees were required to use long checklists for certain processes 

to ensure the process was carried out correctly. 

In general, the importance of using simple models to describe, simulate 

an assess business processes is increasing in the field of financial institu-

tions. However, the various systems available do not always offer cost-

efficient integration mechanisms for BPM systems. Almost every BPM 

system available has its own reporting and performance measurement con-

cept. Some of them are rather rudimentary whereas other systems are pro-

vided with broad and user-friendly analysis functions. 
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Abstract. Although regarded as a ‘clean’ energetic source, hydroelectric power 

generated from man-made reservoirs may cause environmental impacts. We             

provided a review on the ecological effects of large reservoirs to fish and fisheries 

in the Brazilian Amazon rainforest and in the Lower Tocantins River, as a study 

case. Fisheries are the main source of animal protein and cash income to Amazon 

people. Some of the large reservoirs may had affected fish and fisheries                 

downstream from the dam, due to changes in the flooding regime, retention of          

nutrients in the reservoir and blockage of fish reproductive migrations.                       

Interviewed fishers mentioned impacts of the Tucuruí reservoir in the Lower              

Tocantins River, such as decrease in the abundance of fish. Nevertheless, some 

commercial fishes have been able to cope with the reservoir effects, although the 

composition of fish catches changed compared to pre-impoundment period.              

Effects of a large dam may extend beyond the reservoir, and fishers have              

knowledge about their aquatic environments and changes to it. The effects of            
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reservoirs on people and fish should be better acknowledged in political decisions 

regarding energy issues. 

Keywords. Reservoirs, Energy production, Human ecology, Brazilian Amazon, 

Fish ecology, Environmental impact, Development, Tropical rivers. 

34. 1Introduction 

Hydroelectric power generated from man-made reservoirs has been the 

major energetic source in Brazil, due to the extensive Brazilian’s river 

drainage systems [1]. Such hydroelectric power has been sometimes               

regarded as a ‘clean’ or environmental friendly energetic source, due to                  

reduced pollution from liquid and solid effluents. However, hydroelectric 

production may generate environmental and social impacts [1, 2, 3, 4]. Our 

major goal is to provide a brief review of one dimension of reservoirs’             

impacts in a large tropical region: the ecological effects of large dams and 

reservoirs to fish and fisheries in the Brazilian Amazon rainforest and 

more specifically in the Lower Tocantins River, highlighting the need of 

careful consideration of potential socio-environmental impacts related to 

hydroelectric power in tropical countries. 

34.2 Problem formulation 

34.2.1 Large reservoirs in tropical rivers 

Large reservoirs and dams have some well recognized synergistic                 

environmental impacts on tropical river systems, such as changes in water 

quality (eutrophization and reduced oxygen levels) and in the rivers’               

natural flooding regimes, proliferation of disease borne mosquitoes,              

retention of sediments and nutrients in the reservoir, and changes in the 

fish community [1, 2, 3, 4, 5, 6, 7, 8]. Furthermore, the reservoirs may 

generate emissions of greenhouse gases, such as methane and carbon, 

therefore not being necessarily ‘clean’ [9]. Besides these ecological                

impacts, large tropical reservoirs have been also generating social impacts, 

such as reduction in fisheries productivity; relocation of people due to          
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reservoirs’ flooding on their homelands, loss of agricultural fields and          

enhanced poverty in short time [1, 10, 11]. 

34.2.2 Brazilian Amazonian reservoirs and fisheries 

Most of the previous published scientific studies dealing with large 

reservoirs and fisheries in Brazil address the Paraná-Paraguay River Basin, 

which is located in south Brazil and has the largest number of reservoirs 

[5, 6, 12]. The Amazon Basin has much less reservoirs in operation, which 

have been also less intensively studied than reservoirs in the south.               

However, there are several reservoirs being planned to be built in Amazon           

region in the near future as part of government development policies, some 

of which are already generating intense social and political conflicts [2, 3]. 

We focused on reservoirs in Brazilian Amazon due to two main reasons. 

First, most of the information about these reservoirs is in unpublished the-

sis and reports of limited assess [1], and an updated review, bringing data 

both from the literature and empirical research, could aid to identify gaps 

on information and summarize the major advances. Second, the Amazon 

River Basin, most of which is located in Brazil, have some of the largest 

and most pristine freshwater and forest ecosystems in the world. Amazo-

nian rivers sustain important small-scale fisheries [13], which can be se-

verely disrupted by careless planned reservoir development [10, 14]. 

Therefore, in Brazilian Amazon there is still the opportunity to protect 

large regions of rivers, aquatic habitats and associated fisheries. This re-

view should thus contribute to the evaluation and mitigation of reservoirs’ 

impacts on Amazon fisheries. 

Amazon people rely mostly and sometimes solely on fisheries as their 

main source of animal protein. Most of these fisheries are made by                

small-scale fishermen, using simple techniques, such as small boats,               

gillnets and hook and line [1, 10, 13, 15]. Although Amazon fishermen 

may practice small-scale agriculture and ranching, fishing is often their 

main economic activity [16]. Amazon fisheries exploit many fish species 

and these fish and fisheries are linked to seasonal ecological changes on 

aquatic habitats (flooding periods). Although the Amazon Basin has a               

diverse fish fauna, most of the food fish landings consists of about 40 fish 

species, including those usually found in lakes and those inhabiting mainly 

rivers (lotic waters) from the families Pimelodidade (catfishes) [10, 13, 

17]. Floodplains (seasonally flooded lowland forests and lakes) are among 

the most productive ecosystems for Amazon fisheries. Fishing yields are             

usually higher in floodplain lakes, which may also have preferred commer-

cial fishes [13, 15, 16]. Conflicts has arisen between local and outside ur-
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ban fishermen over these high productive floodplain lakes, which has 

driven fisheries co-management initiatives aiming the control of lakes by 

fishing communities, restricting or preventing lake use by outsiders [16, 

18]. 

34.2.3 Tucuruí reservoir and the Lower Tocantins River 

Besides the overview of published studies on Amazon reservoirs, we 

addressed in more detail the Tucuruí reservoir’s effects at the Lower               

Tocantins River. Tucuruí is one of the largest and most studied reservoirs 

in the Brazilian Amazon (Table 1) and is one of the few reservoirs that 

have available pre and post impoundment data and temporal data series [8, 

14, 15, 19, 20]. We compared empirical data from field research [21] to 

such previous published information. The Tucuruí reservoir flooded a large 

area (Table 1) of the Tocantins River at the Araguaia-Tocantins River             

Basin, which has been subjected to environmental changes, such as             

deforestation, intensification of fishing and dams [14]. 

We analyzed and summarized the results of a recent survey (2006 to 

2008) of the fisheries and fish communities at the Lower Tocantins River 

region, downstream of the Tucuruí reservoir, between the coordinates of 

02º50’944”S; 49º45”511”W and 03º06’210”S; 49º37’872”W [21]. The              

fishermen there are caboclos, who have been living and fishing there from 

before the river impoundment [15]. One of the authors (RAMS) sampled 

fish in floodplain lakes through experimental fishing using gillnets of                   

different mesh sizes [21]. Information on local fisheries was gathered 

through two complimentary methodologies: interviews with 300 local             

fishers (243 men and 57 women) in eight communities scattered along the 

Lower Tocantins region and sampling of 602 fish landings during 67 days 

in five of these small fishing communities. We also analyzed 118 fish          

landings sampled in the market of the town of Baião by the staff of              

Eletronorte, the company that runs Tucuruí reservoir. More detailed                    

information on methods and results of these surveys are in [21]. 
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34.3 Problem solution 

34.3.1 Main ecological changes on Amazon fish and fisheries 

According to research conducted mainly at the southeastern and                 

northeastern Brazil [1, 5, 6], the main effect of dams on fish communities 

is a remarkable reduction or even regional extinction of large migratory 

fishes, due to four major ecological changes: first, reproductive adults             

cannot migrate upstream from the dam and reach suitable spawning 

grounds. Second, even if fishes can surpass the dam and be able to spawn 

upstream, the reservoir and the dam may be a barrier to the downstream 

dispersal of larvae and juveniles. Third, even for those fishes that can          

complete their migration and reproduction in the river downstream of the 

dam, the retention of sediments and nutrients by the reservoir may reduce 

the water quality and quantity, thus reducing food supply (detritus) or                

increasing water transparency and the risk of predation. Fourth, alterations 

in the natural flooding regime due to reservoir’s operation may prevent fish 

to enter spawning and nursery grounds [1, 5, 6]. Measures to counteract 

these impacts, such as fish passages in the dams to allow fishes to continue 

their migrations, are not always effective, nor necessary [5]. 

Considering that most Amazonian fishes rely on floodplains and some 

important commercial fishes are migratory [7, 17], the reservoir impacts 

above described have been also observed in Amazonian impounded rivers 

(Table 1). Available surveys indicate changes on fish species composition 

after impoundment, including an increase on the abundance of some fishes: 

the mapará (Hyphophtalmus spp.) increased in abundance in the Tocantins 

River downstream from Tucurui reservoir [14] and in Samuel reservoir 

[22]. Non-migratory species adapted to lakes, such as tucunarés (Cichla 

spp.) and piranhas (Serrasalmus spp.) proliferated in Balbina and                

Curuá-Una reservoirs [23, 24]. Albeit less studied than in south Brazilian 

reservoirs [5], available evidence indicates that fish passages may be not 

effective in Amazon dams. Fish ladders at the Lajeado dam, Tocantins 

River, do not allow the downstream movements of larvae and juveniles of 

fish spawning upstream [25]. 

Reservoirs’ effects on local fisheries and on fishermen have been                

observed in the literature for the Brazilian Amazon, especially for the              

better known Tucuruí reservoir [1, 2, 10, 11, 14, 15]. However, such                      

socio-environmental and economic effects have been supported by fewer 

empirical data and have been less studied than effects on fish communities 

(Table 1). Effects of Amazonian reservoirs to fisheries vary according to 

the fish species exploited and reservoirs’ location. In the reservoir itself, 
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fish production has usually increased after impoundment, being sustained 

by an increase on some commercial fishes, such as tucunarés and mapara 

[14, 22, 23]. Albeit profitable [26], such reservoir fisheries are usually not 

conducted by local fishers who exploited the region before the                 

impoundment [10] and may be not sustainable in the long term [1, 14]. In 

the region upstream from the dam the fisheries have been usually main-

tained or even enhanced, as long as there are sufficient river stretches or 

tributaries to sustain fish migrations [1, 14]. However, as already observed 

in impounded rivers at south Brazil [6], downstream from the dam the              

reservoir effects on migratory fishes are more pronounced. Consequently, 

fisheries downstream from the dam have usually been negatively affected 

[1, 10, 14, 15]. 

Table 1. Summary of information from published studies on fish and fisheries in 

Brazilian Amazon reservoirs. References are in the footnote.  

Reservoir (Year 

filled), River Area (Km
2
) 

Capacity 

(MW) Studies on fish and fisheries 

Tucuruí (1984), 

Tocantins 
a 

2430 3960 

Reduced abundance of migratory species. 

Increased yields (reservoir and upstream), 

decreased yields (downstream) 

Local fishermen's knowledge about fish 

Balbina (1987), 

Uatumã 
b 2360 250 

Reduced fish diversity in the reservoir 

Increased abundance of a commercial 

fish species and enhanced fishing activity 

in the reservoir 

Lajeado (2002), 

Tocantins 
c
 630 90.25 

Fish ladders promote only upstream mi-

gration of adult fish 

Samuel (1988), 

Jamari 
d 

540 216 

Changes on fish species composition in 

reservoir: less detritivores and fugivores, 

more piscivores 

Decreased fish diversity and intensifica-

tion of fishing in the reservoir 

Curuá-Una 

(1977), Curuá-

Una 
e
 78 40 

Reduced Oxygen, less omnivorous and 

more piscivores in the reservoir 
a 1, 2, 8, 9, 10, 11, 14, 15, 19, 20, 21, 27. 
b 
23,26. 

c 
 25. 

d 
3, 22. 

e 
4, 24. 
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34.3.2 Effects of Tucuruí reservoir: Lower Tocantins River 

Our research project confirmed and updated previous information about 

the fish and fisheries of the Tocantins River downstream from the dam 

(Table 1). As mentioned in previous surveys made just after the                        

impoundment [1, 14, 15], our results confirmed that fisheries yields were 

drastically reduced in the Lower Tocantins River: the estimated total                 

annual catch, considering both urban market (Baião town) and the five                   

fishing communities studied (199.3 t) [21] was 1.3 times lower than the            

total annual catch (251.7 t) reported in the same region of the Lower                

Tocantins River before the impoundment [15].  

Fisheries in the Lower Tocantins after the impoundment exploit the fish 

mapará, while the catches of the migratory curimata (Prochilodus                  

nigricans) decreased [14]. According to our results the most caught fish 

species in the Lower Tocantins were the mapará, curimata and pescada 

(Plagioscion squamosissimus) [21]. Therefore, it seems that curimatá 

populations were able to cope with the reservoir induced changes and             

fisheries recovered after some years. Indeed, a fish species of the same ge-

nus (P. lineatus) is often caught in south Brazilian reservoirs [1, 5, 6, 12].               

Conversely, as proposed for other Amazonian rivers, the abundance and 

hence the fisheries of large migratory catfishes (Pimelodidae) were              

possibly reduced due to impoundment [7]. Catfishes from 10 species              

accounted for only 4 % and 2 % of the total fish biomass landed                

respectively at the urban market (10.3 t) and fishing communities (6.9 t) 

studied recently (2006 to 2008) in the Tocantins River downstream from 

the dam [21]. Most of interviewed fishers (267 of 300) mentioned that the 

impoundment reduced fish abundance in the Tocantins River. The jaraqui 

(Semaprochilodus brama) was the most cited fish (208 fishers), which had 

its abundance reduced after the reservoir filling [21]. This fish was not 

caught by fishers in our survey conducted from 2006 to 2008 [21], but it is 

still caught and sold by fishers from the Tocantins River upstream from the 

dam [20], which suggests that it is possible that the dam has disrupted the 

fisheries of this fish in the Lower Tocantins River. 

Our results indicated that, at least some impacts of Tucuruí reservoir, 

such as the decrease in yields and changes on fish catch composition [21], 

were observed in the Lower Tocantins region near Baião town, about 140 

km downstream from the dam. According to interviews, fishers are well 

aware of these reservoir’s impacts, but Brazilian current legislation does 

not allow for any kind of compensation to them, as the studied region is 

considered to be outside the area influenced by the reservoir. This situation 

has stimulated conflicts between fishers and reservoir managers, besides 
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leaving these small fishing communities in disadvantage to deal with          

shortages in fish supply. 

What could be done to alleviate reservoir impacts and improve or at 

least maintain fish yields in the Lower Tocantins River, considering that         

fisheries are still a viable economic activity? A possible factor allowing the 

persistence of fisheries in this region may be the floodplain with several 

lakes, which are important fish spawning sites, according to both fishers 

and biological data [21]. Fish samplings recorded a total of 55 fish species 

spawning in 12 lakes, including the main commercial fishes (curimata, 

pescada and mapara). Therefore, as observed in other impounded rivers 

[6], the maintenance of the ecological integrity of floodplain lakes seems to 

be crucial to avoid fisheries disruption in the near future. A feasible way to 

protect those floodplain lakes would be through co-management                       

approaches, such as those already adopted in other Brazilian Amazon               

regions [16, 18], where governmental and non-governmental institutions 

(NGOs) usually join the fishermen and support them in managing the local 

resources. Indeed, some of the studied fishing communities are already             

organizing themselves and starting to devise management rules to protect 

lakes, but they need better assistance of government institutions to                 

maintain these initiatives. 

Besides the knowledge gaps regarding fish reproductive and migratory 

behavior, which has been also mentioned for other rivers [6, 14], there is a 

more pronounced gap in knowledge about socio-economic factors related 

to fishing communities, such as fishing dynamics and fishers’ local                 

ecological knowledge about fish. Local fishers in the Amazon, including 

those in the Tocantins River [27], have detailed knowledge about fish         

ecology and behavior, which can be useful to assess changes on fish             

populations and potential ecological impacts. Besides providing useful          

biological information, fishers’ knowledge may be applicable to                

management. 

34.4 Conclusions 

The survey in the Lower Tocantins highlights that effects of a large dam 

may extend far beyond the reservoir itself and fishers have knowledge 

about such reservoir effects on aquatic environments. Nevertheless,               

fishermen and fisheries have been not addressed with detail in previous 

impact assessments and scientific surveys related to river impoundments in 

Brazilian Amazon. It should be noted that most of the Amazon reservoirs 

(Table 1) were implemented before 1990, a period of  military government 
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in Brazil, when decisions were not democratic and environmental impact 

surveys were not required [2, 11]. Fortunately, now environmental impact 

assessments are mandatory in Brazil and more recently, some of these                

assessments have been addressing impacts on fisheries. We suggest that              

future research on fishing dynamics, including fish landing data on a more 

continued temporal basis, studies on fishermen knowledge about fish and 

studies on the interaction of local livelihoods with local resources, would 

improve the current knowledge about reservoir influences on small-scale 

fisheries. Besides electric energy, reservoirs may provide other benefits, 

such as fishing, tourism, water provision and even reduced pollution                   

downstream [1]. However, such benefits should be balanced against                     

potential negative socio-economic and ecological impacts, which should be 

better acknowledged and considered in political and economic decisions 

regarding energy issues. 
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Abstract. The fact that low concentrations of CO2 have an 

activation effect on functional activity of microbes allows us to 

suggest that CO2 could elevate the toxic effect of H2O2 on cells. To 

check this hypothesis the dependency of the toxic effect of H2O2 on 

wild type of Escherichia coli K-12 on soluble concentration of CO2 

in culture media was studied. The obtained data show that culture 

media enriched with CO2 leads to the increase of toxic effect of 

H2O2 on microbes at both cases when pH is constant and when it 

changes. 

Keywords. Water purification, antibacterial properties, CO2, H2O2, 

Escherichia coli K-12 

35.1 Introduction 

As the hazardous effects of environmental pollution on organisms are 

realized mostly through the water medium, the problem of water 

purification is considered by the UNESCO and World Health Organization 

(WHO) as one of the global problems of the Modern Environmental 

Science [10, 14]. The investigation of these problems calls forth a great 
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number of researches to be conducted to identify robust new methods of 

purifying water at lower prices and with less energy [11, 16]. Our research 

is also directed to find alternative water purification method and namely 

methods and compositions for disinfecting water in artificial water systems 

(swimming pools etc.) using CO2/H2O2 combination system in different 

environmental factors.  

   Currently H2O2 and CO2 are being used as tools for water purification but 

separately. If the molecular mechanism of “killing” effect of H2O2 on 

bacteria is well documented [8], the mechanism of “killing” effect of CO2 

on bacteria still remains discussable [9].  

   In our previous work, performed on cells of eukaryotes, it was shown 

that membrane proteins, determining cell membrane functional activity, are 

functionally in active and inactive (reserve) states. The ratio of these active 

and inactive molecules could be changed by the modulation of cell 

hydration [2, 4]. It was also shown, that metabolic poisons cause cell 

hydration [3] bringing to the increase of the number of functionally active 

receptors in the membrane [2]. On the one hand CO2, being a strong 

metabolic poison, which leads to the increase of cell hydration, could serve 

as a potential factor able to elevate membrane sensitivity to H2O2 and on 

the other hand comparatively low concentrations of CO2 have an activation 

effect on functional activity of microbes [9]. Thus, it was suggested that 

CO2 could elevate the toxic effect of H2O2 on cell.  

   Therefore, working hypothesis for the present work was suggested: the 

activation of microbe metabolism induced by comparatively low 

concentrations of CO2 could be used for the elevation of the toxic effect of 

H2O2 on microbes. This fact and data obtained from our published patent 

[6] let us suggest that a certain combination of both of “killer” molecules 

would give us opportunity to develop a novel and safe method for water 

purification.  

35.2 Problem formulation 

Due to increases of human population and rapid industrialization nowadays 

water pollution is becoming a serious problem. So, one of the global 

challenges of the 21
st
 century is to find the best method for cleanup of 

aquatic ecosystems from microbes, which will be cheap, safe for human 

health and environmentally friendly. Our research relates to a new 

approach of cleaning water from microbial pollution, which will give an 

opportunity to solve some of the above mentioned problems. To achieve 

our goals we have used following methods and materials. 
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35.2.1 Experimental setup and apparatus 

The processing apparatus used in this work contained 50 liter CO2 vacuum 

tank (Fig. 1.1 a), the airline tubing with regulator valve (Fig. 1.1 b) and the 

CellStar CO2 incubator (Fig. 1.1 c) (USA, SWJ500TV BA.), where the 

samples were located for CO2 exposure. All the samples, which were 

incubated in CellStar incubator, were treated by CO2 for different exposure 

time period. The appropriated sham tube (control tube) was also placed in 

the same CO2 incubator. Compressed carbon dioxide was supplied from a 

gas cylinder, which was linked to the pressure vessel by a valve (Fig. 1.1 

d). A precision manometer (Fig. 1.1 e) was installed in the vessel to 

measure the pressure. The pressure in the vacuum tank could be adjusted 

between 5 kPa to atmospheric pressure, and the pressure at the end of the 

experiment could be controlled.  

 

 
Fig. 1.1. A schematic blow-up of carbon dioxide into the bacterial culture and schematic 

representation of the serial dilution and culture. 

35.2.2  Design and process of experiments  

As for the experimental design, three factors were studied, which are the 

following: CO2 concentration (mol l
-1
) or exposure time (min) of CO2, pH 
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and H2O2 concentration (mmol l
-1
). The main responses of the above 

mentioned factors bring to the inactivation of bacteria and the acidity of the 

medium. The experimental tubes containing bacterial culture were placed 

in the CellStar incubator at the beginning of each experiment, and the 

temperature was kept constant in this incubator. Than carbon dioxide (Air 

Liquide, 99.7% pure) was injected into the incubator at the selected 

pressure (atmospheric pressure). Microbial cells were treated with CO2 for 

various exposure times. The tubes in the incubator were closed and 

removed, and the survived cells were immediately counted (CFUs count).  

35.2.3 Bacterial strains and culture media used 

We used the wild type of Escherichia coli K-12, which was obtained from 

the Armenia Collection of Microorganisms (Institute of Microbiology of 

the Center of Microbiology and Microbial Depository of Armenian NAS). 

During the experiment as a culture media we have used nutrient enriched 

broth (NEB) and nutrient enriched agar (NEA), containing: NEB + 1.5% 

agar (Difco), final pH 7.1 ± 0.2 at 37ºC. 

35.2.4  Enumeration of living microorganisms 

The viability of E. coli K-12 was determined by counting the number of 

colony forming units (CFUs) per milliliter. Measuring techniques involve 

indirect viable cell counts, also called plate counts, which is performed by 

plating out (spreading) a sample of a culture on a nutrient agar surface by 

triplicate plating.  

35.2.5  The method of CO2 concentration measurement 

The measurement of the concentration of CO2 comprised a reaction of a 

sample during which a certain amount of alkaline fluid was added, e.g. 

NaOH [13], to neutralise the carbon dioxide.  

35.2.6  Statistical analysis 

Statistical analysis was conducted using JMP software (Version 5.1.2, SAS 

Institute Inc., Cary, NC, USA, 2004). All experiments were repeated at 

least three times. The differences among the means of treatments were 

tested by using t test.  
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35.3 Problem solution 

In present work we have investigated the effect of CO2 and subsequent 

H2O2 treatment on the inactivation processes of the bacterial culture of E. 

coli K-12. The increase of CO2 concentration in liquid and the subsequent 

addition of H2O2 made the inactivation processes of bacterial culture more 

effective. To check out the above mentioned hypothesis the following 

studies were done. 

35.3.1 The study of different-exposure-time-dependent effects      
of CO2 on growth of E. coli K-12 

Carbon dioxide has a dual physiological role in microorganisms since it 

can both stimulate and inhibit cell development [15]. At comparatively low 

concentrations of CO2 the latter has strong stimulatory effect on the growth 

and development of microbes [9] while in higher concentrations and in the 

case of longtime exposure it has inhibitory effect on the growth and 

development of microbes [7]. Therefore, it was suggested that the 

comparatively low concentration of CO2-induced activation of the 

metabolism of microbes could serve as a convenient method for the 

increase of the sensitivity of microbes to the toxic effect of low 

concentration of H2O2. 

  To find out direct and indirect effects of CO2 on growth of E. coli K-12 

we have studied the effects of CO2 in constant and changing pH conditions. 

Since CO2 dissolves in aqueous solutions, to form an acid we need to keep 

constant the level of pH in order to avoid the effects of latter on bacterial 

killing processes. We have kept the level of pH constant by adding NaOH 

(0.1 mol l
-1
) during CO2 treatment. It should be mentioned that we have 

kept the value of pH constant (pH=6), because in case of this value the 

growth of E. coli bacterial culture is maximal [18]. So to find out the direct 

effect of CO2 we have studied the influence of time-dependent exposure of 

CO2 on the growth of E. coli K-12 at constant pH (pH=6) (CO2=0.55 mol l
-

1
) (Fig. 1.2). The same figure also illustrates the indirect effect of CO2 as 

this kind of treatment was done in different pH values (Fig. 1.2). 
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Fig. 1.2. The ratio of killed E. coli K-12 (%) depending on exposure time of CO2 

(0, 5, 10, 20 and 30 min) compared with control sample (0 time), columns 

illustrate the direct ( ) and indirect ( ) effects of CO2 on the growth of bacterial 

culture at constant (pH=6; CO2=0.55 mol l
-1
) and at different pH conditions, 

correspondingly: 0 time (pH=7.29; CO2=0.11 mol l
-1
), 5 min (pH=6.34; CO2=0.51 

mol l
-1
), 10 min (pH=5.66; CO2=0.81 mol l

-1
), 20 min (pH=5.65; CO2=0.84 mol l

-

1
), 30 min (pH=5.61, CO2=0.85 mol l

-1
). The p value of the treatments were 

0.01(**), 0.05(*) and the number of experiment was 3. 

 

We have checked the rate of inactivation of the E. coli K-12 as a function 

depending on exposure time. The ratio of surviving cells after treatment 

with CO2 was compared with the ratio of cells in the control culture (0 

time) and the rate of inactivation was expressed in percent (Fig. 1.2). After 

CO2 exposure samples were incubated for 2 h at 20°C, then plating was 

done and the samples were incubated at 37°C thermostat for 22 h. The 

number of living cells was determined by measuring the number of 

colonies grown on each agar-medium. Zero time of treatment represents 

the control samples or zero time of the treatment means that the sample 

was not exposed to CO2. The number of cells in the suspension was 

counted in nutrient agar plates with the surface plating method (CFUs for 

per ml of sample 10
10
). The inactivation of microbial cells was enhanced 

by the increase of time of exposure. 

   As it can be seen the indirect effect of CO2 at different pH conditions on 

microbes is higher than the direct effect of CO2 when pH is constant 

(pH=6, CO2=0.55 mol l
-1
) (Fig. 1.2), but the direct effect of CO2 on 
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microbes has also significant decreasing effect as compared with control 

group (0 time). These data correspond with the literature data that the toxic 

effect of CO2 on microbes could not be explained only by acidification 

medium, probably because of its higher membrane permeability has direct 

poisoning effect on cell metabolism. Thus, the obtained data show that 

CO2-induced depression of microbe growth was more pronounced than in 

case of equivalent decrease of pH by adding HCl acid. This conclusion 

completely corresponds with the literature data on this subject [9].   

35.3.2 The study of dose-dependent effects of H2O2 on the      
growth of E. coli K-12 

It is known that the response of E. coli to H2O2 highly depends on its 

concentration [1, 8].  So we studied the dose-dependent effects of H2O2 on 

the growth of E. coli K-12 (Fig. 1.3). 

 
Fig. 1.3. The dose-dependent effects of H2O2 on the growth of E. coli K-12.  Samples were 

incubated with H2O2 for 2 h at 20°C. The values are the average of three experiments with 

the standard deviation.     

 

The number of cells in the suspension with H2O2 concentration of several 

dilutions from 0 to 16.2 mmol l
-1
 (or 0.055-0.01%) was counted in nutrient 

agar plates with the surface plating method. After obtaining the average 
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value of each of CFUs it was transformed into the logarithm with base 10. 

We can see that the higher the concentration of H2O2 is the higher the 

inhibition effect of growth of the bacterial culture is, so we need to find 

alternative method that could induce sensitivity of microbes to 

comparatively low concentrations of H2O2.  

35.3.3  The study of the antibacterial properties of CO2/H2O2 
combination on the growth of E. coli K-12 

The examination of the above mentioned hypothesis shows that the toxic 

effect of low concentrations of H2O2 on E. coli K-12 was increased in cell 

bathing medium enriched with CO2 for 30 min (maximum) (Fig. 1.4, ( )), 

than in case of non CO2 enriched bathing medium (Fig. 1.4, ( )). So fig. 

1.4 shows that the antibacterial effect of H2O2 could be elevated with CO2 

enrichment.  

 
Fig. 1.4. The effect of different concentrations of H2O2 (mmol l-1) on the growth of E. coli 

K-12 (the percent of killed E. coli K-12) in 30 min CO2 enriched bathing medium ( ) and in 

case of non CO2 enriched bathing medium ( ). p=0.01 (**), p=0.05 (*), n=3. 
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At the same time it has also been shown that through the antibacterial 

effect of 5min-CO2-exposure (minimum) twice could be elevated the effect 

of 5.2 mmol l
-1
 H2O2 (Fig. 1.5).  

 
Fig. 1.5. The ratio of killed E. coli K-12 (%) as a function of time-dependent inhibition of 

the growth of bacterial culture after 5 min of CO2 exposure for two times: incubation at 

20°C: 5.2 mmol l-1 H2O2 containing (1), CO2 enriched (one time) medium with 5.2 mmol l-1 

H2O2 (2) and CO2 enriched (two times) medium with 5.2 mmol l-1 H2O2 (3): control or 0 

time ( ), after 1 h incubation ( ) and after 2 h incubation ( ). p = 0.01 (**), p = 0.05 

(*), n = 3.   

35.4 Conclusions 

The obtained data in the present work clearly show that CO2 increases the 

toxic effect of H2O2 on microbes and it could be used as a new approach for 

decreasing microbial pollution in water, as well as for better understanding 

of the fundamental mechanisms controlling the microbial growth inhibition 

depending from environmental factors.  
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Abstract. The notion of risk is reported on local and transitory              

phenomenon that through them actions are remodeling the                  

ecological system, affecting the built environment and endangers 

the human life. Risks are nature generated like earthquakes, floods, 

winds and fires; and human generated like terrorism. Defining and 

understanding risks and the problems that each of them raises on 

built environment is essential because they are changing human            

environment and the way of life. Each risk has its own                                    

characteristics and raises specific problems. A multi hazard                         

approach of design teams is required for a proper mitigation assess-

ment of the impacts on built environment. An investigation of built 

environment affected by risks leads to definition of specific                         

measures for each risk category as well as commune measures for 

mitigation. Structural modification of the built environment outlook 

trough multihazard design and taken into consideration modern 

people needs can lead to remodeling of urban landscape with                 

benefic effects on socialization needs and protection of humans. 

Keywords. risk, mitigation, assessment, built environment,                   

multihazard design, urban environment. 

36.1 Current environmental risks 

Risk-based issues on the aesthetics of architecture and their solving                

become more important at a global level. 
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The risks are conscious or unconscious consequences of people actions 

related to nature and society. In terms of environment, in the last century, 

the exacerbated and uncontrolled development led to the well-known                

climate change that currently endangers the human habitat. 

In terms of the four natural elements, natural risks may be classified as 

follows: earth - earthquake, water - floods, fire - fires and air - wind.                

Man-generated risks are the terrorist attacks. 

Only in recent years, it is raised the issue to improve the influence                

produced by the human society on the environment. However, the actions 

undertaken by the society to remove these consequences are not able to 

recreate the environment, but at most to slow its degradation. Nevertheless, 

these actions require time. Now, to protect the human habitat there are                  

required local or area protection measures, depending on the type of risk to 

which the habitat is subjected to. 

Measures to regenerate and protect the human habitat - and I mean all of 

the built environment - are increasingly stringent, due to intensification of 

risk power and rate, leading to the systemic change of the building design 

system. 

Due to the external nature, the mitigation measures of the risk factors                    

relate more to site and envelope configuration. 

Risk influence in conscious design features in all its stages, starting with 

site selection and configuration, formal defining in the layout and spatial 

development, defining the access points, the height of building and the              

materials used for closing. 

36.2 Risk mitigation aspects on the built environment 

The effect of human action and modern necessities (basically, technology 

and its needs) on nature lead to natural environment degradation and                

continuous more raised changed to produce hazards. 

Every hazard risk has its own specific characteristics and ideal solving 

solution, but it may be envisaged a basic line that unifies the primary                       

approach in multihazard design. 

36.2.1 Earthquakes  

Earthquakes represent in a simplified definition, a vibration of the earth’s 

crust caused by movements of the tectonic plates. This produces,                        

depending on factors like power, depth and nature of the soil, complex              

systems of forces, movements and impacts on buildings. 
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Earthquakes influence the human habitat not just directly through his 

forces laid on buildings, but also indirectly by damaging built environment 

facilities like dams, bridges and ducts. Crack and breaks on manmade 

dams or naturally raised dams can produce floods, damages on bridges can 

cease communication and circulation of humans, crack in ducts can                

produce fire. 

Mitigation assessment of risk factors in the case of an earthquake                

involves complex strategies for finding a structural proper response by a 

balance for form, size, type of foundation, building straightening and 

proper energy dissipation mechanisms. 

One way to mitigate earthquake damages, whatever the type of the 

building (form, height, function), is to avoid a weak ground floor and to 

create large footprint. 

The creation of a large footprint can be seen as unfavorable from                

building / natural land ratio point of view but effects, on long time, can be                 

positive and can balance the lose, if we take into consideration possibilities 

to incorporate underground parking in building and to create on the street 

level a topological landscape. 

The benefits of such a design approach is improving the building                  

performance through a pyramidal system of load discharge from the                    

suprastructure to foundation. 

Corroborated with the principles of earthquake architecture in which the 

structure is the main definition of the architecture, the value of the built 

environment takes a dynamic turn. 

A topic related to earthquakes is represented by the volcanic activity, a 

consequence of a different way of materialization of the tension in the 

earth's crust. In my opinion, seismic mitigation measures addressing the 

built environment cannot be taken - perhaps only radical measures -                

prohibition of settlement in proximity to already known volcanoes, which 

is impracticable. The only risk management measure in case of volcanic 

eruption is to develop evacuation plans and to facilitate rapid evacuation. 

36.2.2 Floods 

Floods consist in large quantities of water displaced accidentally from a 

natural hazard event like earthquakes, heavy rain or hurricanes, or from 

manmade acts, like terrorism on facilities like dams. 

Risks on the built environment are the subject of punctual nature like 

water imbreating – velocity, impact from debris, wave action and the                 

duration of the flooding – water stagnation and impossibility of fast force 

clearing. 
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Mitigation assessments in flood control and prevention of damages on 

human habitat consist in a series of strategies that should be taken into 

consideration from early stages of design to the end. 

In case of flood hazards the designing team should have in the agenda 

strategies like: building on higher grounds that would naturally prevent 

building to be flooded, design strategies that allow positioning of the vital 

accesses on an elevated position that would facilitate the use of the                       

building despite of the flooded basement, designing urban landscape from 

levees and floodwalls combined with a topological system that can protect 

and preserve the core of the building. 

In the structure and exterior cladding system should be taken into               

consideration structural systems and finishing materials that can absorb 

impacts and in the same time to be waterproof. 

36.2.3 Winds 

Winds are naturally in nature, but not normal wind creates problems to the 

built environment. High winds and tornadoes are raising problems and 

constitute risks to building and humans. 

To high building, wind produces lateral forces and dynamic actions that 

have to be taken into consideration. But this is not all; this is only the                

direct influence. Indirect risks are made by objects raised and carryout by 

winds. 

First involves the structure, second involves the skin of the building. 

Mitigation assessments driven from the dynamic action of the wind             

entail, as wall as in the case of earthquakes, structural strengthening and 

stiffness. 

Mitigation assessments driven from the indirect effect are more                  

damaging in relation with humans, because the level of action is around 

ground level where humans move freely. Objects raised and detach by 

wind can be carried out, and, depending on the intensity of the wind, can 

cause significant impact on humans and on the building skin. Topics that 

should be taken into consideration in design are: impact resistant materials 

and elastic binds of façade and roof elements, but in the same time a more 

secure and homogenous site planning with green barriers and irregular             

relief and green roofs.  

Benefits of this are, beside a friendly urban landscape, a wind filter that 

can attenuate winds and the amount of flying objects that can harm. 
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36.2.4 Fires 

In nature, there are few cases in which the fire exists or develops naturally. 

Fire is the first means by which man really evolved. Control of the fire has 

produced the most important social and technological evolution of                       

humankind, from prehistory until today. 

Fire problem occurs when it leaves the control area and grows and 

spreads naturally, i.e. uncontrollably. 

Situations in which fire affects the human habitat, without having to                     

refer to situations in which it develops and affects the interior area are: a) 

fire in the natural environment near to people communities and b)                       

development of a fire in the built environment from a building to another. 

Effects of fire in the nature affect, on the one hand, the terrestrial                          

ecosystem by reducing forest area and by the release into the atmosphere 

of greenhouse gases and, on the other hand, the human habitat, when fires 

extend from the neighboring areas to urban areas, thus jeopardizing human 

life. 

Fires in the built environment developing at a point from a building              

represent a danger to human groups because they may extend from one 

building to another. 

In case of fire, some missions to mitigate risks in the context of the built 

environment would be: to create natural and successive green barriers                   

(because communities are in a continuous expansion), to minimize the 

chances of fire to approach the human habitat,  to create urban policies that 

compel the developers to increase by the site layout  the distances between 

buildings or building complexes. 

36.2.5 Terrorism 

Terrorism is a specific human activity, caused by social gaps created by             

religious or economic conflicts. Terrorism, unlike the armed conflict, 

which is shown open, is subversive. 

The effects of terrorist attacks are directed to points, but have high                 

intensity and produce constant panic / stress.  

Terrorist attacks have the ability and purpose to cause massive losses in 

terms of damages, casualties and disruption of economic activities. They 

can be classified according to their nature in: exterior blasts, exterior                

attacks of biological, chemical or radiological nature or internal attacks 

from all types mentioned above. 
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Targets of terrorist attacks are mainly the centers of developed societies, 

which have a special importance in terms of social, religious or economic 

matters. 

Efforts to prevent or minimize the terrorist actions that communities, 

urban planners and architects may take are to prevent the approach towards 

the building and to prevent access into the building. 

Mitigation assessments in case of terrorist threat, in site layout design 

consist in a series of measures  that can discourage or at least complicate 

the attacks, such as: increasing the distance between the building and the 

property border, and street, choosing an optimal shape, protection elements 

friendly for humans, but unfriendly for vehicles like poles or fences, rough 

areas, non-linear and controlled access, underground parking areas far 

away from the building, underground parking areas in the building, but not 

under the main core of the building. 

Regarding the skin of the buildings and the exposed structure there have 

to be taken into account also modern systems and materials that take over 

the blast shock wave without complete destruction, such as: blast proof 

glass and frames, polymers for reinforcement of structural elements. 

Regarding the utilities of the buildings, they have to be built from the 

elevation which can be reached by a person, so that by his actions he may 

prevent interruptions, damages and contamination with harmful substances 

36.3 Multihazard design approach 

Adverse events are caused by fluctuations of risk factors, but the built                  

environment disasters occur when they reach or pass beyond certain                       

intensity. 

They occur at some points, with a certain periodicity and usually they 

are not single events. Even if the cause is single, from this single cause 

arise many consequences, in different levels. Thus, earthquakes can cause 

floods and fires, floods can cause landslides, but all of them lead also to 

damages of the built environment and disruptions in normal life style. 

From this point of view, there have to be found overall solutions 

through multihazard design which have to mitigate their impact on the 

human habitat. 

The design process is complex and it should encompass the                        

requirements of human needs - function, dimension, lighting, the aesthetic 

requirements, and also it should meet the safety conditions: structural                

integrity and mitigation of negative effects of natural or human hazards. 
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Traditional thinking according to which each risk should be addressed in 

part has to be replaced with a pluralist thinking, according to which all 

risks must be acknowledged and treated as a whole, of course, taking into 

account the degree of risk raised by each risk category for a certain                  

geographic area, intensity and rate. 

In addition, the problems related to the nature of risks and risk                  

mitigation measures have to be taken into account and presented to all           

parties involved in the process of building the built environment, starting 

with the authorities establishing the rules and authorizing constructions, 

continuing with specialist designers, planners, architects, structural and 

building engineers, and ending with the developers. 

The common foundation for all these risks can be defined for both                  

spatial and functional compliance solutions, as well as for site plan                   

arrangements and indoor partitioning. 

I will discuss the first part, as they affect the urban landscape and the 

human way of life. 

As shown in the previous chapter on issues and solutions raised by                 

independent risks for urban planning and site layout, it is foreseen a uni-

fied approach.  

Creating buildings or complexes with a large footprint in the land, but 

green at the pedestrian level, with underground parking and ancillary areas 

surrounding the central body, with access levels elevated over the street 

and outdoor areas developed from the topology and landscape point of 

view with green spaces, sound barriers, water, inclined planes, and                

courtyards, might be a basic and common feature in the mitigation                   

assessment of the multihazard design. 

 

Fig. 1. Principle of common mitigation measures  
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This principle can be applied regardless of the scale or function of the 

building and can solve the problems raised by the first line of defense in 

case of hazards. 

A topic that falls within the scope of the above categories is the                   

environmental noise. It is not a hazard in itself, but it equally affects peo-

ple's lives and, respectively, the built environment. 

Environmental noise is any unwanted sound created by people or their 

instruments and equipment. In essence, all aspects of modern life cause 

harmful noise to people. When exceeding a certain level of intensity and 

frequency, noises produce adverse effects on human health: anxiety, sleep 

disturbances, mental instability, deafness, etc. [4] 

The compliance of the built environment - both in terms of modeling the 

constructions and in terms of the space between them - can enhance or                 

reduce the harmful effects on human health. 

The set of general mitigation measures outlined above is applicable and 

beneficial in this case. 

But, multihazard design approach, can not and must not cover and                 

address only future urban policies. At the same time, it must resort to the 

already built urban context, whether recently or historically. 

In the same time, we have to look back and protect our heritage, because 

in it lays our cultural identity. Historical settings are part of our cultural 

heritage that reflects our socio-economic and cultural structure. 

It is imperative to create modern cities that preserve their cultural                 

identities and to transmit the cultural heritage to future generations. [5] 

In case of historic buildings and ensembles, there are few mitigation 

measures - related to flood, wind, fire (as defined) or even to terrorism,             

because they would affect their intrinsic value. The widest area where 

measures can be and have to taken is the one related to earthquake                      

protection. 

The scientific community has realized that understanding the past is                   

essential for projecting the future, so there have been commenced                   

extensive investigations of the historic buildings (mainly masonry                    

buildings) with modern means to identify their proper preservation. Unlike 

the buildings currently built, for which are in place compliance and design 

standards, the historic buildings are not supported by comprehensive 

documentation. [6]  

Closing the above loop, meeting the needs of present generation without 

jeopardizing the needs of future generation – a better quality of life now 

for generations to come is the meaning of sustainable development. 

In this context, related to hazard risks, is essential to find the proper              

approach to protect the built environment, preserve the natural                   

environment and human society, be it rural or urban. 
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When we talk about the built environment, we talk in fact about urban 

agglomerations (quasi-randomly) around historical centers. We talk                   

separately about blocks of flats, house districts, parks or industrial and 

commercial areas, but we do not talk about their amalgamation, which               

actually characterizes the built environment.  

A sustainable building pattern can improve the quality of the urban                

environment. A denser built environment pattern, not related to high rise, 

low rise or city segregation into dormitory, industry and commercial, but 

related to a mix of forms and functions, can be achieved trough a series of 

urban planning strategies that can even have roots in stated mitigation 

measures in cases of risks. Public open space and green areas have to be 

rediscovered and an education of all parties involved in building the built 

environment has to be done, because the wellbeing of the inhabitants is 

immense. [7] 

36.4 Conclusions 

Reconsideration of the urban presence of a building and its integration in a 

developed urban environment based on the multihazard design principles 

may influence in a beneficial and sustainable manner the way of life, even 

if economic benefits are not as easy to foresee. 

Taking into account the current context, characterized by abundant 

“capsule-habitats”, by a large number of vehicles, by the transformation of 

streets in unfriendly environment to pedestrians and by a minimum social 

interaction, such an approach could change the human way of life. 

We must not forget that the way places and building are planned, design 

and look after matters to   us all in countless ways. Built environment is a 

meaningful place and the source of everyday joy or everyday misery. [8] 

The urban environment and landscape defined by the above-mentioned 

characteristics may gain social and environmental valences, where people 

can develop themselves protected against any risk. 
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Abstract. The study aims at investigating the role of the               
genetic and socioeconomic factors on the core temperature as 

a measure of psychological stress impact on thermoregulation, 

taking into account the involvement of the hypothalamus on 

thermoregulation and psychological stress. I studied a number 

of 203 school pupils from the two secondary schools of the 

city of Sibiu (no. 6 and 21), personally investigated by                   
measuring the ear drum temperature and by applying a                

questionnaire. I measured the ear drum temperature during two 

different periods of time, on the first day after vacation, seen 

as a normal activity period of time and during knowledge 

evaluation period of time, of maximum stress. The conclusion 

of my study was that psychical stress, as a result of knowledge 
evaluation, determines the decrease of the core temperature, 

observed through the ear drum temperature.  

  

Keywords. Psychical stress, ear drum temperature, core              

temperature, thermoregulation, socio-economic factors,                 
genetic factors.  
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37.1 Introduction 

In a previous paper [1] I have discuss the problems linked to the stress 
and the core temperature of the pupils. I emphasised then that stress is 
a syndrome, a constellation of non-specific responses, with a                  

non-specific adaptation character, according to Selye [2]. During 
stress, processes such as, wear or even lesions may occur, which are 

generally preceded, accompanied or brought about by physiological 
adaptation reactions, mediated by the neuro-vegetative-endocrine 

chains.  
Disruptions in homeostasis (stress, for instance) generate the               

activation of two systems, within the organism:                                        

hypothalamic-pituitary-adrenal HPA) axis and the sympathetic             
nervous system (SNS). The activation of these two systems results in 

a series of neural and endocrine adaptations, known as “stress                    
response” or “stress cascade”, necessary for the homeostatic                
equilibrium. The stressor initiates the release of                                         

corticotropin-releasing hormone (CRH) from the hypothalamus, 
which in turn results in the release of adrenocortiotropin hormone 

(ACTH) into general circulation. ACTH then acts on the adrenal               
cortex resulting in the release of a specific corticoid. The                            
glucocorticoid acts in a negative feedback in order to terminate the              

release of CRH [3]. The neurons in the hypothalamic paraventricular 
nucleus synthesize CRH, as a response to the internal and external 

stimuli. CRH then reaches the median eminence through the axonic 
projections of the neurons. Subsequently, CRH is released in the           
portal blood and controls the transformation of ACTH into pituitary 

corticotropes. Blocking the actions of CRH with an antibody for this 
peptide or with a receptor-antagonist will prevent the stress-induced 

release of ACTH [4]. 
In 1912, Isenschmidt and L. Krehl drew the attention on the role 

played by the nervous system in temperature regulation [5]. The 

thermoregulation centres which preserve the thermal balance are 
placed in hypothalamus [6]. The afferences that activate the                          

thermoregulatory centres come either from the thermosensitive                 
neurons in the anterior hypothalamus, or from the cutaneous                               

receptors. The thermosensitive neurons in the anterior hypothalamus 
are placed on a restricted area in the preoptic region [5, 7, 8]. Ear 
drum temperature is an indicator of the temperature of hypothalamus 

and of the body core temperature, the ear drum being strongly                      
vascularized [9, 10, 11]. Even if the ear drum is not in direct contact 
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with the brain, it may perceive its temperature. The correlation                  

between the tympanic temperature and the cerebral temperature was 
progressively validated, the tympanic temperature not being                  

influenced by that of the environment or cutaneous [12]. In the                     
following I will present the results of the investigation of the role of 
the genetic and socioeconomic factors on the core temperature as a 

measure of psychological stress impact on thermoregulation, taking 
into account the involvement of the hypothalamus on                        

thermoregulation and psychological stress. 

37.2 Working hypothesis 

The research of stress led to the conclusion of the existence of                  
overstress in the school pupils – situation in which the school pupil 

finds himself in the secondary school, which makes the transfer from 
the school system with one teacher to that including more professors 

and disciplines, unequal in terms of importance and extension, with a 
large heterogeneity of the teaching staff – psychical stress generator 
factors.  

The school pupil’s overstress in general and in special, the                  
overstress recorded in the secondary school takes place during the 

knowledge evaluation. 
The attempts made by the education establishments in order to                 

reduce the school overstress by interposing intermediary holidays 

along the school year and through a permanent reorganization, still 
remain uncertain.  

Having in view the part played by hypothalamus in stress 
pathogeny and in thermoregulation, I had in mind to supervise the 

part of the genetic and environmental factors in the changes of the 
core temperature during stress.  

37.3 Material and method 

The study population was the same as in [1]. Investigation was                

carried out on a number of 203 school pupils from two secondary 
schools (Vth-VIIIth forms), of the city of Sibiu, whom I personally               

supervised between 2006 and 2007. 
The batch comprises 96 school pupils coming from the General 

School No. 6, having German as the teaching language, a school 
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which is placed in the centre of the city of Sibiu, with children with 

high social and socio-economic status, with a stable number of school 
pupils and with good learning results. There is a number of 107 

school pupils, coming from the General School No. 21, with                      
Romanian as the teaching language, which is also placed in the centre 
of the town, but with school pupils coming from families with less          

favoured economic situation and with a more reduced interest towards 
the training requirements regarding their own children. 

The study was approved by the Schools Ethical Committee and 
took place after having obtained the parents’ consent regarding the 
participation of their own children in the study.  

The individual study was accomplished based on an individual 
questionnaire including the identification data, school, form,                

domicile, age, parents’ profession and age, age and number of                      
brothers, the age at which the school pupils went to school and                  
timetable.  

I have duplicately measured the ear drum temperature as the core 
temperature, as it is considered an index of the hypothalamus                    

temperature, being more reliable than the axial temperature and it is 
not exposed to the fluctuations of the environment temperature. 

The ear drum temperature was measured using a digital thermistor 

thermometer (Metron DP 10332) 90 seconds after its insertion into 
the external auditive channel and sensor application on the ear drum 

of the left ear.  
I personally measured the ear drum temperature during a period of 

maximum stress, as a result of the evaluation programme tests.  
The results were statistically processed, using the plurifactorial 

ANOVA variance analysis, the Kruskal Wallis nonparametric test and 

Spearman‘s rank correlation coefficient [13]. 

I considered p≤0.05 as being statistically significant. 

37.4 Results 

As it has been observed, ear drum temperature presents statistically 

significant variances (p=0.001) according to the form, at the                       
beginning of the semester [14]. Measuring the ear drum temperature 

in the conditions of maximum stress, following the evaluation tests, 

showed a decrease of the ear drum temperature, from 35.674±0.038 
0C to 35.390±0.038 0C, with the maintenance of the variation 

(p=0.038) between the school classes. The correlation between the 
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temperature measured during the relaxation period of time and that 

measured in stress conditions was highly significant (r=0.63). 

37.4.1 Role of the genetic factors 

The involvement of the genetic factors regarding the impact of stress 

on the ear drum temperature was supervised taking into account the 
parents’ age.  

The age of the mother and of the father did not produce core or             

after stress variances of the ear drum temperature (Table 1.1.). 

Table 1.1. Ear drum temperature (°C), core temperature and the temperature during 

the knowledge evaluation, taking into account the parents’ age group 

Age 

group 

Father Mother 

 n BT TS n BT TS 

25-29 - - - 1 36.0±0.0 35.9±0.0 

30-34 14 35.529±0.441 35.221±0.437 29 35.634±0.495 35.179±0.513 

35-39 53 35.742±0.518 35.404±0.542 74 35.631±0.540 35.345±0.554 

40-44 70 35.671±0.667 35.407±0.595 59 35.668±0.672 35.434±0.617 

45-49 30 35.663±0.605 35.320±0.469 28 35.775±0.554 35.464±0.450 

50-54 16 35.719±0.421 35.462±0.606 6 35.883±0.492 35.650±0.521 

55-59 5 35.660±0.503 35.4±0.469 1 35.6±0.0 35.700±0.0 

60-64 1 35.7±0.0 35.5±0.0 - - - 

P  0.873 0.718  0.601 0.168 

n pupils’ number who have their mother in each age group, p p-value, BT Basal 
Temperature, TS  Temperature after stress 

37.4.2 Role of the social-economic factors  

The economic and social factors were analyzed based on the parents’ 

occupation and on the number of brothers, as indicators of the                
financial situation of the family. The occupation of the father                    
indicated the predominance (52.2%) of intellectuals with higher               

education, followed by workers (20.7%), managers (6.5%),                   
unemployed (4.3%), pensioners or without employment, each with 

1,1%, regarding the General School No. 6. 
As for the General School No. 21, the fathers were mainly workers 

(52%), followed by intellectuals (27%), technicians (11%), managers 
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(6%), unemployed and without occupation, each of them with 2 %. 

The large majority (95%) of the fathers were employed in a                     
permanent professional activity.  

Ear drum core temperature did not present any variances (p=0.492) 
in relation to the father’s occupation, regarding the General School 
No. 6, while the variances of the core temperature in relation to the 

father’s occupation are highly significant (p=0.005) in the school             
pupils of the General School No. 21.  

The response of the ear drum temperature to stress in the school 
pupils of the General School No. 6 did not present any variances 
(p=0.641) in relation to the father’s occupation. The variances of the 

ear drum temperature of the school pupils of the General School No. 
21 remained significant (p=0.041) in relation to the father’s                        

occupation. 
The occupation of the mothers indicated a permanent source of             

income in 88.7% of the families of the school pupils of both schools. 

The core temperature did not record any variances in relation to the 
mothers’ occupation in both schools, the decrease of the ear drum 

temperature as a result of the stress arising from the evaluation tests 
proved the presence of significant variances (p=0.01) in relation to the 
mother’s occupation, only at the General School No. 6.  

The number of brothers did not produce any variances of the basal 
core temperature (p=0.477) or after stress conditions (p=0.365), most 

of the school pupils (89.6%) were single or had only one brother.  
Regarding the social factors, I analysed the influence of the hours 

spent for offering help in different activities developed at home, 
watching TV, sports and going to discotheque.  

The help given for the development of different domestic activities 

at home lasted from 30 minutes up to 6 hours and it was encountered 
in 92% of the children, out of which, the majority, that is 85.6%                

assigned 1-2 hours for such activities. The core ear drum temperature 
and the temperature after stress was not influenced by the number of 
hours spent for domestic activities. The number of hours spent for 

domestic activities did not produce any variations of the core or after 
stress ear drum temperature, in relation to the school form.  

Sports’ practising outside the school hours was registered only in 
47.8% of the school pupils, mainly in those coming from the General 
School No. 6. Mention must be made of the fact that none of the 

schools had sports profile. Sports’ practicing is an important                        
component part of lifestyle, both in children and in adults. It has been 

observed that the number of hours spent on sports practicing is                  
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relatively reduced, and this attitude may be changed through the 

health education of the population and of the school pupils. In this             
respect, web sites specially designed for this issue may be created 

[15]. The use of the internet in the field of health promotion is more 
efficient in the young people [16]. Web applications may also be               
developed in order to assess the heath status of the population, mainly 

influenced by lifestyle [17].  .  
The core and after stress ear drum temperature did not present              

variances related to the number of sports hours in any of the schools.  
Watching TV by 97.5 % of the school pupils for 1-7 hours/day did 

not bring about variances of the core temperature (p=0.199) or of the 

temperature after stress (p=0.236), in relation to the number of the 
hours spent for watching TV. The large majority (89.6%) of the 

school pupils of the Vth and VIIIth forms used to watch TV 1-4 hours 
per day (Tabel 1.2.). 

Table 1.2. Core basal temperature (°C) and the temperature during the evaluation         

period of time, according to the number of hours spent on watching TV  

TV n BT TS 

0 

1 

2 
3 

4 

5 

6 

7 

5 

39 

69 
45 

29 

9 

6 

1 

35.560±0.477 

35.821±0.472 

35.558±0.528 

35.664±0.644 

35.783±0.554 

35.533±0.515 

35.933±0.186 

35.5±0.000 

35.340±0.456 

35.431±0.583 

35.335±0.542 

35.309±0.513 

35.510±0.459 

35.289±0.605 

35.867±0.535 

36.000±0.000 

p 203 0.199 0.236 

TV Number of hours spent on watching TV, n pupils’ number, BT Basal 
Temperature, TS  Temperature after stress,  p p-value 

 

Discotheques were frequented by 14.8% of the school pupils, 
mainly by those learning at the General School No.6. The core and                

after stress ear drum temperature did not register statistical significant 
differences, regarding the children who frequented or not the                   
discotheques. 
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37.5   Discussion  

The analyzed genetic factor showed that the current age of the father 
and mother is not involved in the oscillations of the temperature after 
stress.  

Regarding the specialized literature, I did not encounter any                
publication in relation to the involvement of the parents’ age in ther-

moregulation.  
Parents’ occupation is an important indicator of children’s life 

quality [18].  
The psychical stress on the ear drum temperature was not                

influenced by the economic situation of the family, the large majority 

of the school pupils benefiting from the material support, as a result 
of the operational incomes of both parents, and by the number of 

brothers, which was small. Thus, the material concerns were not 
stress generators. Although, it was not the case of the school pupils 
coming from the investigated schools, the poor economic conditions 

of a family (parents with low incomes, crushed by the uncertainty of 
tomorrow, without any continuity in their professional work or those 

who cannot find an employment) prove to be extremely inconvenient 
for the development of the child’s personality and most of the times, 
lead to failure or even school abandon, resulting in antisocial              

conditions. 
The analysis of the social factors proved that a large number of the 

school pupils in both schools assigned an important number of hours 
for the development of different activities in their household, for 
watching TV and sports practicing, what explained the late hours for 

going to bed at their age.  
Some parents see their children as a simple support for them in the 

household activities. Overstressed by all sorts of domestic activities, 
the child does not have the necessary time to do his home works. This 
represents the starting point for the fear of taking low grades or for 

the anxiety of going to school the next day. There are also situations 
in which some of these children, despite the hostile conditions within 

the family and in their wish for studying, use for learning a part of the 
time which they normally should spend on sleeping. They go to 

school tired, are usually inattentive and are not able to concentrate 
and do not always use their capacity at maximum.  

This extracurricular activity did not influence the ear drum                  

temperature in stress conditions, questioning the large capacity of self 
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defence of the core temperature in stress conditions, or a higher level 

of the thermoregulation centres.  
The relaxing role of watching TV and doing sports of their own             

initiative should not be forgotten [19, 20].  

37.6 Conclusion  

� The economic status of the family, where both parents are 
working represents a protection factor of thermoregulation 

towards the psychical stress.  
� Sports, domestic activities, watching TV represent a              

protection factor towards the psychical stress, if they are 
well-balanced. 
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Abstract. A new algorithm has been developed to sort                          

two-dimensional figures by their shape. The algorithm can find the 

figures having equal or approximately equal shape independently 

from geometrical measures and the complexity of the shapes. It is 

based on the definition of the symmetry-diagram which was 

introduced for symmetry recognition originally. 

 

Keywords. Symmetry-diagram, symmetry detection, shape detection 

 

 

38.1   Introduction 

The sorting algorithm takes advantage of the feature of the                    

symmetry-diagram (in other name the shape-diagram) that it shows a 

unique shape property of the two-dimensional (2D) figures independently 

from geometrical measures i.e. it is a shape factor. 

The symmetry-diagram was introduced for symmetry detection originally 

[1]. The problem of symmetry detection has been extensively studied in 

numerous fields including visual perception, computer vision, robotics, 

computational geometry and reverse engineering. Early methods 

concentrated on finding perfect symmetries in 2D or 3D point sets [2], [3]. 
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Since the restriction to exact symmetries limits the use of these methods 

for real-world objects, a method was introduced for computing 

approximate global symmetries in 3D point sets [4], but the complexity of 

the algorithm makes it impractical for large data sets. The notion of 

approximate symmetry was formalized by expressing symmetry as a 

continuous feature [5]. The examination of the correlation of the Gaussian 

image was proposed to recover global reflective and rotational symmetries 

[6]. A shape descriptor was introduced that concisely encodes global 

reflective and rotational symmetries [7], [8]. Different applications based 
on generalized complex moments [9], grouping feature points [10], [11], 

[12], isometric transforms [13], planar reflective symmetry transform [14] 

and generalized symmetry transform [15], [16] are used in image 

processing and mesh processing for detecting exact local and global 

reflection-symmetry and rotation- symmetry of 2D and 3D images. 

The symmetries are often not exactly present, but only approximately 

present, due to measurement errors in the scanning process, and 

approximation and numerical errors in model reconstruction during reverse 

engineering [17]. Beside this, different CAD systems often use different 

tolerances [18], and what is symmetric in one CAD system may be only 

approximately symmetric in another. To solve these problems new 

algorithms based on the B-rep model were developed to find approximate 

rotational and translational symmetries of 3D forms built from simple 

geometric units [19] and complex 3D forms [20] in reverse engineering. 

However a number of outstanding methods for symmetry recognition can 

be found in the literature, most of them do not take advantage of the fact 

that every symmetry axis of a 2D figure has to cross the gravity centre           

[2-20].  

The symmetry-diagram is defined as the followings [1]:  

− The contour of the 2D figure is needed to known for the definition. 

− A number between 0 and 1 signed by ‘Z’ (0<Z≤1) is computed for any 

line crossing the gravity centre. This ‘Z’ parameter, in other name the 

symmetry parameter is defined so that it equals to 1 if the line is an 

exact symmetry axis and it approximates to 1 if the line is an 

approximate symmetry axis. The less the line can be considered as a 

symmetry axis the less is the value of ‘Z’.   

− The symmetry-diagram shows the values of ‘Z’ for a set of lines 

revolving around the gravity centre in an angle range of 180
o
. 

Independently from the fact that a given 2D figure is symmetric or not the 

symmetry-diagram is a shape factor: The symmetry-diagrams are different 

for the figures having different shape. Beside this: the symmetry-diagrams 

of coincident figures are the same and the symmetry-diagrams of 
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approximately coincident figures are approximately same. The                 

symmetry-diagrams of geometrically similar figures are the same 

(independently from geometrical measures) and the symmetry-diagrams of 

approximately similar figures are approximately same. Because of this 

important property of the symmetry-diagram it can be applied for 

recognition of figures having the same or approximately same shape 

(independently from geometrical measures). There is only one limit of the 

recognition: figures having  more closed concentric curves as boundary 

(e.g. two concentric circles, the spacer) have the same symmetry-diagram. 

 

 

 

38.2   The sorting algorithm 

Effective sorting and seeking (e. g. faulty seeking) algorithms are applied 

in the most different fields as for example in the data sorting [21], [22], in 

the sound technique [23] and in the image technique [24-33]. In the image 

technique one of the most relevant problems is the shape detection 

consisting of two different partial problems: the shape detection as 

boundary detection of the image segmentation and the shape detection 

(shape recognition) as making differences between figures having different 

shape. In the case of the boundary detection a lot of effective algorithms 

are known [24-28]. In the field of the shape recognition the solutions of the 

most different special problems are worked out as for example a fruit 

sorting algorithm [29], a face detection algorithm [30], a traffic sign shape 

classification algorithm [31]. A so called distance measure [32] and the 

gradient-based shape descriptor [33] were developed to distinguish 

different classes of the 2D figures. 

The new sorting algorithm shown in this work is a general algorithm 

which can be used without limits in all 2D application fields of the shape 

recognition. 

Knowing the definition of the symmetry-diagram the sorting algorithm 

consists of several simple steps: 

− The input of the algorithm is the set of the boundaries of the 2D 

figures. 

− The symmetry-diagram of every 2D figure is computed. 

− The subsets of same or approximately same diagrams are divided.  

 

We show the process in a case-study from the mechanical engineering. In 

Figure 1 a photo of screws, screw-nuts and spacers having different 

measures can be seen. The photo shows the result of an image process, as 
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well. The red curves are fitted to the boundaries of the elements and the set 

of these contours is the input of the sorting algorithm. 

After computing the symmetry-diagram for every element the algorithm 

determines the subsets of the similar contours. In our case-study four 

subsets were distinguished. In Figure 2 the symmetry-diagrams of the 

spacers can be seen. As the contours are approximately circles the ‘Z’ 

values are approximately 1 (Z>0.97) everywhere in the diagram. The 

diagram of the element signed by number 7 behaviours others in this 

subset: the differences from the other five curves are grater. The contour of 

the element signed by number 7 is similar to the circle, but it is only a 

chance because of the 3D view of the screw and it can be seen that it is a 

screw indeed. Here we mention that the algorithm is worked out only for 

the 2D case, and it is the case of this mistake. 

 

 

6

16 

1

4

5
7

2

3
8

9

10 

11 

12 

13 

14 

15 

17 

18 

 
Fig. 1. The input of the sorting algorithm is the set of the contours of the elements 

signed by red curves. The numbers are the identifications of the elements. 
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Fig. 2. The spacers and the screw  shown in 3D view 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. The screw-nuts 

 

 

 

 

 

 

 

 

 
 

 

 

Fig. 4. The screws 
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Fig. 5. Two screws having rectangle   contour 

 
In Figure 3 the symmetry-diagrams of the screw-nuts can be seen. There 

are six local maximums on the curves which correspond to the symmetry 

axes (approximate symmetry-axes) of the contours.  

In Figure 4 the symmetry-diagrams of the screws can be seen. In this 

subset we find the largest differences (grater than 0.3) between the curves: 

the shapes of the contours are similar however there are differences in the 

geometrical similarity indeed. 

In Figure 5 the symmetry-diagrams of the screws having rectangular 

contour can be seen. There are two local maximums on the curves which 

correspond to the symmetry axes (approximate symmetry-axes) of the 

contours. 

In this case-study we have allowed grater differences between the 

diagrams, e.g. in the subset of the screws. Of course more exact sorting can 

be carried out if smaller differences between the curves of the diagrams are 

allowed. 

 

 

38.3   Conclusions 

A case-study was shown to prove that the symmetry-diagram can be 

applied for sorting of 2D figures having same or approximately same 

shape, independently from geometrical measures. 
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Abstract. Sustained by experimental data, we conducted a complex           

analysis to assess the influence on high performance concrete shrinkage 

and creep of several factors, such as: the age of the concrete at the             

application of the load, the stress level, the temperature and relative              
humidity of the environment. The experimental results were compared to 

several instituted predictions. 

Keywords. compression, concrete, creep, shrinkage, reinforced concrete, 

deformations  

39.1 Introduction 

Latest demands regarding reinforced concrete structures, with ever         
expansion in height and length, require the use of concrete with superior 
physical and mechanical properties. 

The use of high performance concrete for reinforced concrete structures 
meets the requirements, with several advantages in terms of cost and            

slenderness. The durability of high strength concrete is also extremely 
beneficial in a long term analysis.  

On the other hand, the concrete rapid increase in strength at an early age 

leads to a rapid removal from framework and to an early start of service 
life with important financial benefits. Furthermore, this type of concrete 

1 
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displays small deformations of shrinkage and creep, very good durability, 

high resistance to abrasion, low loss of tension and so forth. 

39.2 Experimental program 

39.2.1 Scope and means: 

Information regarding time behavior of high performance concrete is 

rather limited. Therefore, an experimental program was initiated to deter-
mine the long term characteristics of high performance concrete. 

The experimental program was conducted in three directions: 

• We monitored the shrinkage and the creep for variable curing 

conditions. 

• We monitored the shrinkage and the creep for constant curing 
conditions 

• We estimated the long term behavior of high performance concrete 

structural members in their service life. 

In each direction, the experimental results were compared to theoretical 

expressions presented in SR EN 1992-1-1 [1], fib [2] and ACI [3]. 

39.2.2 Concrete composition and testing specimens: 

The concrete class studied is C60/75, with Portland Cement CEM I 52.5 

R and with an addition of silica fume of 10 percent of the cement weight. 
The concrete composition is detailed in Table 1.1. 

Table 1.1. Concrete composition 
 

Portland Cement  CEM I 52.5 R 480 kg/m3 

Silica fume 48 kg/m3 

Gravel 8-16 mm 706 kg/m3 
Gravel 4-8 mm 530 kg/m3 

Sand 0-4 mm 530 kg/m3 
Water 152 l/m3 

Superplastifiant 13.5 l/m3 

 



Creep and Shrinkage of High Performance Concrete      415 

The test specimens were: cubes 150x150x150 mm (for compression                   

resistance); prisms 100x100x550 mm (to determine the shrinkage);                   
cylinders Φ90x300 mm (to determine the creep at centered compression 

force); prisms 40x70x500 mm (to monitor the creep at centered tensile 
force in time). The reinforced concrete elements consisted in a series of 4 
rectangular beams of 125x250 mm, with a length of 3200 mm, and a clear 

span of 3000 mm.  The longitudinal reinforcing ratio was 2.075%, of the 
same concrete composition. 

39.3 Variable curing conditions 

39.3.1   Shrinkage 

The specimens were kept in water for 28 days and after that, in variable 
conditions of temperature and humidity. The evolution in time of the ex-

perimental results of the shrinkage “εcs” is illustrated in Figure 1.1, in 
comparison to the design values presented in SR EN 1992-1-1 [1],                  

fib-1999 [2] and ACI 2005 [3]. 
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Fig.1.1. Experimental and design shrinkage values 



416      C. Magureanu, C. Negrutiu, B. Heghes, A. Chiorean 

Due to the variable curing conditions, the attenuation of the shrinkage 

phenomenon was observed around the age of 250 days. After                            
approximately one year of monitoring, the value of the shrinkage was 

0.480 ‰, as seen in Figure 1.1.  
The comparison between the design values εcs,d and the experimental 

values εcs,e is detailed in Table 1.2. The design values closest to those                

obtained in the experimental program belong to fib –1999 [2]. 

Table 1.2.  Ratio variation εcs,d / εcs,e as a function of time, for different standards 

εcs,d / εcs,e Age 

(days) SR EN 1992-

1-1 
fib –1999 ACI –2005 

90 1.608 1.011 1.290 

190 1.591 1.311 1.217 

250 1.616 1.195 1.410 

380 1.345 1.115 1.320 

 
The equations for the evaluation of the shrinkage are: 

SR EN 1992-1-1:      εcd(t)=βds(t,ts) ·kh ·εcd  (1.1) 

fib –1999:     εcds(t,ts)=εcdso(fcm)·βRH(RH)·βds(t-ts) (1.2) 

ACI –2005:     ( ) ( )
ushtsh

t

t
εε •

+
=

35
 

(1.3) 

 

39.3.2 Creep 

The cylinder specimens, Φ90x300 mm were subjected to long term                 

compression loading, beginning with the age of 210 days. At this time, 
compression strength on cube specimens of 150x150x150 mm was of 83 

MPa. The long term loading represented 23% of the failure strength. The 
curing conditions were identical to the specimens used for the shrinkage. 
The specimens were monitored for 150 days under the long term loading.  

The evolution in time of the creep specific deformations, the design and 
the experimental values, are shown in Figure 1.2. The start of the                  

attenuation takes place around the age of 90 days from the moment the 
loading was applied.    
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Fig.1.2. Experimental and design creep values 

The design values were obtained using calculation methods of SR EN 
1992-1-1 [1], fib – 1999 [2] and ACI – 2005 [3]. 
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The comparison between the design values εcc,d and the experimental              
values εcc,e is detailed in Table 1.3. 

Table 1.3.  Ratio variation εcc,d / εcc,e as a function of time, for different standards 

εcc,d / εcc,e Age 

(days) SR EN 
1992-1-1 

fib –1999 ACI –2005 

28 1.316 1.382 1.470 

90 1.350 1.424 1.436 

150 1.230 1.286 1.318 
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39.4 Constant curing conditions (t = 200 ± 20C; RH = 60% 
± 5%) 

In general, the influence of relative humidity on the creep of concrete can 

be distinguished based on the curing conditions prior to the application of 
loading. 

39.4.1  Creep deformation at compression 

High performance concrete is influenced by the early age at the application 
of the load (7 days after casting) and by the different stress / strength ratios 
(σ / fc,cyl): 0.23 and 0.30. The development of the cumulative creep and 

shrinkage strain is displayed in Figure 1.3. 

 

Fig.1.3. Creep and shrinkage vs. time 

39.4.2 Tensile creep at early age 

The experimental measurements on creep and shrinkage were studied in 
restrained conditions under a constant loading σ / fc,t = 0.4 during the first 
week after casting (7 days). The experimental results are presented in             

Figure 1.4.  
The total tensile creep strain is calculated as the difference between the 

cumulated restrained deformation and the unrestrained shrinkage                     
according to the formula below: 

 εcc = εr – εcs   (1.7) 

where εc = total creep strain; εr = restrained deformation; εcs = unrestrained 
shrinkage. 
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Fig.1.4. Creep strain vs. time 

39.5 Reinforced concrete elements 

39.5.1 Test set-up 

The experimental program consisted in monitoring a series of 4 rectangu-
lar beams of 125x250 mm, with a length of 3200 mm, and a clear span of 

3000 mm, as shown in Figure 1.5. 
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Fig.1.5. Longitudinal and cross section – reinforcing and loading manner 

Longitudinal reinforcing ratio is 2.075%.  

The reinforcement used was PC52 with a maximum stress of σy = 300 
MPa and OB37 with a maximum stress of σy = 210 MPa. 

Two elements with the same characteristics were subjected to short term 
loading, resulting the bending moment at failure Mu. The bending moment 

related to the long term loading, Mlt, represents 40% of the bending                 
moment at failure: Mlt / Mu = 0.40. 
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The beams subjected to both short term and long term loadings are                

simply supported and loaded with 2 concentrated loads applied at 1/3 of 
the clear span length. The elements subjected to long term loading were 

monitored to the age of 360 days. 

39.5.2  Experimental results 

39.5.2.1   Deformations 

The deflections at loading and the long term deflections, measured in the 
middle of the clear span are shown in Figure 1.6. 

At the level of loading of Mlt / Mu = 0.40, the instantaneous deflection 
represents 1/600 of the clear span length. The development of the long 

term deflections until the age of 1 year, as shown in Figure 1.6, shows an 
attenuation of the phenomenon after 200 days from the application of the 
long term loading. After 1 year, the total deflections represent 1/300 of the 

clear span length l (instantaneous and long term deflections). 
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Fig.1.6. Instantaneous and long term deflections 

Time development of long term deflections φ = ∆cc+cs / ∆i (long term                 

deflections / instantaneous deflections) are shown in Figure 1.7. After              
approximately 200 days of long term loading, φ is 1.2÷1.3. Above this age 

φ remains constant with rheological deformations attenuated. 
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Fig.1.7. Time development of φ 

39.5.2.2 Cracking 

The cracking at the time of loading and its development in time are shown 

in Figure 1.8. Regarding the average crack opening, measured at the center 
of gravity of the tensed reinforcement, the following can be assessed: 

• At the time of loading with service life loads (after a preload with static 

service loads), the average crack width was around 0.055mm. 

• The average crack width was stabilized around 0.080mm, around the 

age of 200 days. Above this time, until the age of 360 days, the width of 
the existing cracks remained constant and no more new cracks were 

recorded. 
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Fig.1.8. Time development of the average crack width 

39.6 Conclusions 

The shrinkage measured on specimens subjected to variable curing                    

conditions attenuated after 250 days from casting. The design values               
closest to those obtained in the experimental program belong to fib-1999.  



422      C. Magureanu, C. Negrutiu, B. Heghes, A. Chiorean 

The attenuation of the creep measured on specimens subjected to               

variable curing conditions took place around the age of 90 days from the 
loading point.  

In case of the reinforced concrete elements, after 200 days, the long 
term deflections attenuated and the crack pattern remained unchanged. 

Based on the level of observations recorded so far, high performance 

concrete is suitable for long term loading. However, the research is to be 
continued with the study of other parameters of influence, such as: the age 

of the loading, the ratio of loading, the reinforcing ratio and so on. 
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Abstract. We present here a review of complex systems research 

which focuses on their similarities with self-organizing living               

systems. We classify the types of complex systems that relate to 

self-organization and we discuss the overall requirements for                

self-organizing modeling. As a novelty, the paper proposes a                  

methodology to aid engineers in the design and control of adaptive 

complex systems. The methodology offers a conceptual framework 

and a series of steps to follow to find proper mechanisms that will 

promote elements which by actively interacting among themselves 

lead to better performance. 
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structures, adaptive control systems, heterarchical structure, design 
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40.1  Introduction 

The term self-organization has been used in different areas with                    

different meanings, as in cybernetics [7] thermodynamics [11], biology 

[4], computer science [8], complexity [14], information theory [6], robotics 

[15], synergetics [5]. Many people use the term “self-organization”, but it 

has no generally accepted meaning, as the abundance of definitions               
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suggests. Also, proposing such a definition faces the philosophical               

problem of defining “self”, the cybernetic problem of defining “system”, 

and the universal problem of defining “organization”. We will not attempt 

to propose yet another definition of self-organizing systems. Nevertheless, 

in order to try to understand these systems better, we will combine insights 

from different contexts where self-organizing systems have been studied. 

 We can consider that a complex system is a system with a large number 

of elements, building blocks or agents, capable of interacting with each 

other and with their environment. The paper proposes a methodology that 

use these features for an improved design of adaptive complex systems 

considered multi-agent organizations.   

40.2 Hierarchical organized complex systems  

40.2.1 Classification of complex structures  

Previous work has identified four classes of complexity [9] of which 

only the last is directly relevant to our focus here. In this more general 

treatment we will extend these concepts to cover high-dimensional                

complexity, where the limit of the system is assumed to possess infinite 

components. These four nested complexity types (the later including the 

former) are: 

1. Static Complexity - Fixed structures, frozen in time, (for example the 

visual complexity of a computer chip or a picture) 

2. Dynamic Complexity - Systems with time regularities (this includes 

such states as planetary orbits, heartbeats, seasons; they have cyclic 

attractors) 

3. Evolving Complexity - Open ended mutation, innovation (these are 

open, non-equilibrium systems and can be regarded as existing on a 

permanent non-repeatable transient; also related are diffusion-

aggregation and similar branching tree structures) 

4. Self-Organizing Complexity - Self-maintaining systems. 

Operating at the edge of chaos, the systems of the type 4 loop back on 

themselves in nonlinear ways and generate the rich structure and complex 

mix of the above attractors. This is the advent of auto-poiesis, the creation 

of adaptive self-stabilizing organic systems that can swap between the 

available attractors depending upon external influences and also modify 
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and create the attractors co-evolutionarily (by learning). They differ from 

the purely evolving category in that state space is canalized by the                

self-organizing nature (downward causation) of their internal emergent 

processes, thus possible functions are self-limiting.  

It is difficult to propose a structural model for self-organized systems. A 

solution is that of a heterarchical hyper-structure [3] where modules 

interact as parts at an higher level and this process leads to the creation of 

an emergent Hierarchical system (the upward causation), while the 

components at each level connect horizontally to form an Heterarchy - an 

evolving web like network of associations. Now we consider an extension 

of this approach, namely Hierarchical Self-Organization in Multi-agent 

Systems. 

40.2.2  Multi-agent Systems and Distributed Artificial 
Intelligence  

Self-organization has been subject of discussions concerning the ques-

tion of the interrelationship between a system and its environment in vari-

ous disciplines apart from DAI (Distributed Artificial Intelligence). During 

the last decades self-organization has become a interdisciplinary concept. 

The different theoretical approaches have in common that they call any 

kind of system self-organizing if it is able to determine its internal struc-

ture by itself as the environment changes. These systems generate, change 

and adapt their internal organization within their own logic in a dynamic 

process to cope with environmental changes, so the interrelationship be-

tween the internal organization of self-organizing systems and their envi-

ronment cannot be described in terms of linear causality.  

In the field of DAI, there is an enormous body of literature on self-

organization using many different interpretations of the term. In particular 

in MAS (Multi-agent Systems) literature the concept of self-organizing 

MASs has been partially considered by researchers interested in designing 

the best match among task, environment, structure and performance.  

40.2.3  Self-Organization in MAS Organizations   

With reference to human societies, the term organization is generally 

used for agent systems that carry out a form of joint action through                

differentiation and coordination of tasks between members. Therefore,              

researchers in DAI adapted organizational concepts from social science for 
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the design of MAS in which agents are not explicitly constructed to             

cooperatively achieve given goals, but act in a self-interested way. Finally, 

the designer should constrain the self-interested agents by creating a               

formal structure (i.e. create a control regime by designing a role model, 

specify organizational roles, assign agents to these roles).  

All interpretations of self-organization have in common that                       

self-organization means the process of generating, adapting and changing 

organizational structure, which is the result of individual choices by a set 

of agents to engage in interaction in certain organizational patterns.                

However, the definition mentioned above implies that organizations are 

the sum of interactions between single agents and that order is reduced to 

links between single agents. To exploit the advantages of organizations for 

MAS, a definition of self-organization in organizations is needed that                

allows both, (1) the existence of formal structures which are independent 

from single agents and constrain agents in their actions, (2) the genesis, 

change, and adaptation of these structures by the actions of agents. 

40.3 Similarities between self-organizing and complex 
adaptive systems  

Over the last half a century, much research in different areas has                 

employed self-organizing systems to solve complex problems. Particular 

methodologies using the concepts of self-organization have been proposed 

in different areas, such as software engineering [19], electrical engineering 

[12] and collaborative support. Many of the key processes in co-evolution 

- adaptation on multiple levels, dynamic feedback loops, mutually causal 

flows of knowledge across boundaries - are at the core of several                     

complexity disciplines. More importantly, the essential goal of                         

co-evolution - studying the adaptive changes within and between all levels 

of organizational and environmental interactions - can be operationalized 

in terms of emergence. In this sense a complex process can be modeled as 

a complex attractor, which, like strange attractors in deterministic chaos 

theory, provides a method for mapping the dynamics of interactive                   

systems. According to this view, exploitation and exploration processes are 

complementary means for optimizing organizational resources and design 

features in the face of multiple environmental constraints.  

Complex adaptive systems (CAS) offers an alternative approach for 

studying the emergent behaviors of agents or populations adapting and              

coevolving in a computational context. In complex adaptive systems, 

agents adapt by changing their rules as experience accumulates. In               
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addition, each change of strategy of an agent alters the context in which 

the next change will be tried and evaluated. Studying this emergence              

process can generate insights about the mutual, simultaneous and nested 

effects of co-evolution. Perhaps more important, CAS as a discipline can 

help define interaction process that hold across levels. This search for 

similar patterns across scale can be aided by the mathematics of fractals. 

The fractal notion of “self-similarity across scales” and the resulting top    

ological mapping techniques used to uncover those often unseen patterns 

have been utilized by complexity scholars [20].  

A critical part of explaining interactions between and across levels is the 

feedback loops that are involved. The bi-directional influencing processes 

are a central property of co-evolution research, and system dynamics               

provides a powerful means for modeling the non-linearities of these              

positive feedback systems.  

Whereas many of these computational models are grounded in                  

structured rules that mediate flows of behavior, deep structures and                   

resource flows are also at the heart of the qualitative theories of                   

autogenesis/auto-poiesis. Autogenesis is a theory of identity-making, in 

which an agent’s core values and schemas define the rules that formulate 

emergent structures. The value of autogenesis/auto-poiesis is its                 

conceptualization of the mutual causality of resource flows and                 

environmental potentials.  

Finally, emergent evolution provides a broad theoretical foundation for 

co-evolution, by explaining the contingent differences in internal factors 

and external environments in terms of a continuous expansion of                        

developmental capacities conditioned by localized constraints. 

40.4 The design of complex adaptive systems  

40.4.1 The conceptual framework for CAS design  

 

Elements of a complex system interact with each other. The actions of 

one element therefore affect other elements, directly or indirectly. Now,            

intuitively thinking, it may be that the “smoothing” of local interactions, 

i.e. the minimization of “interferences” will lead to global improvement. 

To solve this problem, the design principles of multi-agent systems [17] 

can be used. We can start with a basic definition: An agent is a description 

of an entity that acts on its environment. Thus, every element, and every 
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system, can be seen as agents with goals and behaviors aiming to reach 

those goals. The behavior of agents can affect (positively, negatively, or 

neutrally) the fulfillment of the goals of other agents, thereby establishing 

a relation. The satisfaction or fulfillment of the goals of an agent can be 

represented using a variable σ ∈  [0, 1] (in some cases, σ could be seen as a 

fitness function). Relating this to the higher level, the satisfaction of a              

system σsys can be recursively represented as a function  f : R→[0, 1] of the 

satisfaction of the n elements constituting it: 

σsys = f (σ1, σ2, ..., σn,w0,w1,w2, ...,wn) (1.1) 

where w0 is a bias and the other weights wi determine the importance 

given to each σi. If the system is homogeneous and the components have 

linear interactions, then f will be the weighted sum of σi, with wi = 1/n,∀i 

≠ 0 and w0 = 0. Note that this would be very similar to the activation               

function used in many artificial neural networks [13]. For heterogeneous 

systems, f may be a nonlinear function. Nevertheless, the weights wi’s are 

determined tautologically by the importance of the σi of each element to 

the satisfaction of the system σsys. If several elements decrease σsys as they 

increase their σi, we would not consider them as part of the system. It is 

important to note that this is independent of the potential nonlinearity of f. 

An example can be seen with the immune system [2]. 

If the model of a system considers more than two levels, then the σ of 

higher levels will be recursively determined by the σ’s of lower levels. 

However, the f’s most probably will be very different on each level. An 

important question is how to determine the function f and the weights wi’s. 

One option would be to approximate f numerically. An explicit f may be 

difficult to find, but an approximation can be very useful. Another method 

consists of lesioning the system: removing or altering elements of the                  

system, and observing the effect on σsys. Dealing with complex systems, it 

is not feasible to tell each element what to do or how to do it, but their              

behaviors need to be constrained or modified so that their goals will be 

reached. These constraints can be called mediators [10]. They can be               

imposed from the top down, developed from the bottom up, be part of the 

environment, or be embedded as an aspect of the system. Mediators are 

determined by an observer, and can be internal or external to the system 

(depending on where the observer sets the boundaries of the system). The 

efficiency of the mediator can be measured directly using σsys. Individually, 

we can measure the “friction” φi ∈  [−1, 1] that agent i causes in the rest of 

the system, relating the change in satisfaction ∆σi of element i and the 

change in satisfaction of the system ∆σsys: 
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φi = (−∆σi − ∆σsys (n − 1))/n (1.2) 

The role of a mediator would be to maximize σsys by minimizing φi’s.  

Concurrently, the dependence δ ∈  [−1, 1] of an element to the system 

can be measured by calculating the difference of the satisfaction σi when 

the element interacts within the system and its satisfaction 
iσ ′  when the 

element is isolated: δ=σi- iσ ′ . In this way, full dependence is given when 

the satisfaction of the element within the system σi is maximal and its              

satisfaction 
iσ ′  is minimal when the element is isolated. Now we can use 

the dependencies of the elements to a system to measure the integration τ 

∈  [−1, 1] of a system, which can be seen also as a gradual measure of a 

meta-system transition (MST) [16].  

40.4.2 A methodology for CAS design  

The proposed methodology covers the requirements of a system, i.e. 

what the system should do, and enables the designer to produce a system 

that fulfills the requirements. The methodology includes the following five 

steps: Representation, Modeling, Simulation, Application and Evaluation,  

Representation.  The goal of this step is to develop a specification 

(which might be tentative) of the components of the system. According to 

the constraints and requirements, which may be incomplete, the designer 

should choose an appropriate vocabulary (metaphors to speak about the 

system), abstraction levels, granularity, variables, and interactions that 

need to be taken into account. The designer should try to divide a system 

into elements by identifying semi-independent modules, with internal 

goals and dynamics, and with few interactions with their environment. 

Since interactions in a model will increase the complexity of the model, we 

should group “clusters” of interacting variables into elements, and then 

study a minimal number of interactions between elements [18]. Multi-scale 

analysis [1] is a promising method for identifying levels and variables          

useful in a Representation. Since the proposed methodology considers 

elements as agents, another useful criterion for delimiting them is the           

identification of goals.  

Modeling. The Modeling should specify a Control mechanism that will 

ensure that the system does what it is required to do. For example, since 

we are interested in self-organizing systems, the Control will be internal 
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and distributed. But there are a lot of other attributes a Control must have, 

as we can see in the following. 

The Control mechanism can be seen as a mediator, ensuring the proper 

interaction between elements of a system, and one that should produce the 

desired performance. However, one cannot have a strict control over a          

self-organizing system. To develop a Control, the designer should search 

for ways of minimizing frictions φi’s that will result in maximization of the 

global satisfaction σsys.  

The Control mechanism should be adaptive. Since the system is                   

dynamic and there are several interactions within the system and with its 

environment, the Control mechanism should be able to cope with the 

changes within and outside the system, in other words, be robust.  

A good Control will promote division of labor by mediating a balance 

between specialization and integration: elements should devote more time 

doing what they are best at, but should still take into account the rest of the 

system.  

Simulation. The aim of this stage is to build computer simulation that 

implement the model developed in the Modeling stage, and test different 

scenarios and mediator strategies. This is a key stage, since the precise be-

haviors of a complex system cannot be easily deduced from the Modeling, 

i.e. they are not reducible. The Simulation development should proceed in 

stages: from abstract to particular. Ideally, the designer should develop 

more than one Control to test in the simulation. The designer can then               

adjust or combine the Controls, and then compare again in the Simulation.  

Application. The role of this stage is basically to use the developed and 

tested models in a real system. If this is a software system, the transition 

will not be so difficult, since the software would have been already                  

developed in the Simulation stage. The feasibility of the Application 

should be taken into account during the whole design process, so the               

designer should have an implementation bias in all the Methodology 

stages. Usually, a pilot study should be made before engaging in a full           

Application, to detect incongruence and unexpected issues between the 

Simulation or Modeling stages and the Application. 

Evaluation. Once the Application is underway, the performance of the 

new system should be measured and compared with the performances of 

the previous systems. Constraints permitting, efforts should be continued 

to try to improve the system, since the requirements it has to meet will   

certainly change with time (e.g. changes of demand, capacity, etc.).  
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40.5 Conclusions  

The proposed Methodology will be useful for unpredictable and/or              

dynamic problem domains, where all the possible system’s situations                

cannot be considered beforehand. It could also be useful for creative tasks, 

where a self-organizing system can explore the design space in an                    

alternative way. The Methodology in principle is applicable to describe 

any system, but it would be redundant in simple or static problem domains, 

i.e. with a fixed solution, where adaptation is not required. 

The backtracking between different steps in the Methodology is                        

necessary because the behavior of the system cannot be predicted from the 

Modeling, i.e. it is not reducible. It might be possible to reason about all 

possible outcomes of simple systems, and then to implement the solution. 

Since the behavior of a complex system in a complex environment cannot 

be predicted completely, the models need to be contrasted with                              

experimentation before they can be validated. This Methodology suggests 

one possible path for finding solutions. The lack of predictability does not 

come only from chaotic processes. It might come also from new                        

information generated by the interactions, so that the system behavior          

cannot be predicted from the behavior of the elements. 

Finally, let answer if the proposed Methodology is a top-down or a              

bottom-up approach. Well, it is both and neither, since (at least) higher and 

lower levels of abstraction need to be considered simultaneously. In fact, 

the approach tests different local behaviors, and observes local and global 

performances, for local and global requirements. Therefore, the ideas                

presented here are potentially useful not only for engineering, but also for 

science. The backtracking ideology is also applicable to this Methodology: 

it will be improved once applied, through learning from experience.  

 

Acknowledgement. This work is partially supported by Romanian Ministry 

of Education and Research under grants ID_1039 no. 121/2007 and 

ID_1032 no.125/2007 

References 

1. Bar-Yam Y (2005) About engineering complex systems: Multiscale analysis 

and evolutionary engineering. In: Engineering Self Organizing Systems: 

Methodologies and Applications, S. Brueckner, G. Serugendo-Di Marzo, A. 

Karageorgos, and R. Nagpal, (Eds.). Lecture Notes in Artificial Intelligence, 

vol. 3464. Springer, pp. 16–31. 



432     Radu Dobrescu, Daniela Hossu, Stefan Mocanu, Dan Popescu 

2. Dobrescu R (2007) A model of the immune system based on Scale Free Net-

works, In: WSEAS Transactions on Systems, Issue 1, vol.6, January,                       

p. 117-125 

3. Dobrescu R, Dobrica L, Popescu D (2009) A methodology to design Complex 

Adaptive Systems, Proc. of the IFAC Workshop Supplementary Ways for       

Improving International Stability, SWIIS 2009, pp.85-90   

4. Feltz B, Crommelinck M, Goujon P (Eds) (2006). Self-organization and 

Emergence in Life Sciences. Synthese Library, vol. 331, Springer. 

5. Haken H (1981) Synergetics and the problem of self organization. In:                   

Self- Organizing Systems: An Interdisciplinary Approach, G. Roth and H. 

Schwegler, (Eds). Campus Verlag, pp. 9–13.  

6. Haken H (1988) Information and Self-organization: A Macroscopic Approach 

to Complex Systems. Springer-Verlag, Berlin 

7. Heylighen F (2003) The science of self-organization and adaptivity. In: The 

Encyclopedia of Life Support Systems, Kiel LD, (Ed). EOLSS Publishers, 

Oxford. 

8. Kohonen, T. (2000). Self-Organizing Maps, 3rd ed. Springer 

9. Lucas, C. (1999) Quantifying Complexity Theory. CALResCo, 

www.calresco.org  

10. Dobrescu R, Ichim L, Mocanu S, Popa S (2008) A Fractal Approach to                  

Pattern Formation in Biological Systems, In: WSEAS Transactions on Biol-

ogy and Biomedicine, Issue 6, Volume 5, June, pp.107-112 

11. Nicolis G, Prigogine I (1977). Self-Organization in Non-Equilibrium Systems: 

From Dissipative Structures to Order Through Fluctuations. Wiley. 

12. Iordan V, Naaji S, Cicortas A (2008) Deriving Ontologies using Multi-Agent 

Systems, In: WSEAS Transactions on Computers, Issue 6, vol.7, June,                 

p. 814-826 

13. Rojas R (1996). Neural Networks: A Systematic Introduction. Springer,                  

Berlin. 

14. Schweitzer F (Ed) (1997). Self-Organization of Complex Structures: From          

Individual to Collective Dynamics. Gordon and Breach. 

15. Steels L (2003). Evolving grounded communication for robots. Trends in 

Cognitive Science 7 (7), pp.308–312. 

16. Turchin V (1977). The Phenomenon of Science. A Cybernetic Approach to 

Human Evolution. Columbia University Press, New York. 

17. Wooldridge M (2002). An Introduction to MultiAgent Systems. John Wiley 

and Sons, Chichester, England. 

18. Mocanu S, Taralunga S (2007) Cluster based simulations of Scale-Free                

Network Immunization Strategies, In: WSEAS Transactions on Computers, 

Issue 2, vol.6, February, p. 268-274 

19. Dobrescu R, Dobrescu M, Popescu D, Mocanu S (2005) Differential                  

Equations Systems versus Scale Free Networks in Sepsis Modeling, In: 

WSEAS Transactions on Information Science and Applications, Issue 12, Vol. 

2, December, pp. 1746-1751 

Administrator
Line



Designing Complex Adaptive Systems as Self-Organized Multi-Agent 
Hierarchies      433 

20. Dobrescu R, Vasilescu C, Ichim L (2007) Fractal and scaling analysis in                 

tumor growth evaluation, In: WSEAS Transactions on Systems, Issue 1, vol.6, 

January, p. 102-108  

 

 

 

 

 



 

 

Chapter 41 
 
Low Power Semiconductor Devices at 
65nm Technology Node 
 

 

 

 

 

 
Kiran Bailey 

1
, K. S. Gurumurthy 

2
 

1
 Department of ECE, BMS college of Engineering, Bangalore, 

INDIA 

Email: kiranbailey@gmail.com 

 
2
 Department of ECE ,UVCE, Bagalore University  Bangalore, 

INDIA 

Email: drksgurumurthy@gmail.com 

 

 
Abstract: This paper attempts to analyze the performance of 65 nm 

CMOS device structures for low power applications. It indicates that the 

historical trend of scaling of MOS devices can be sustained by innovative 

CMOS Structures such as Ultra-thin body SOI devices and multiple gate 

MOSFETS (such as FinFETS), that can withstand the adverse effects of 

Scaling. A particular issue of great concern in logic design is the power 

dissipation. For high- performance logic with increased leakage currents, 

chip static power dissipation is expected to become a bottleneck to meet 

aggressive targets for performance scaling. Innovations in circuit design 

and architecture for performance management as well as utilization of 

multiple transistors on chip are required for chip design. Multiple 

transistors having different threshold voltages (Vt) are used selectively 

with the low Vt, high leakage devices being used mainly in the critical 

paths and higher Vt, lower leakage devices being used in the rest of the 

chip area to control static power dissipation. This paper presents the low 

static power dissipation CMOS devices at 65 nm technology node and 

compares the performance of SOI CMOS with the conventional planar 

Bulk CMOS and establishes that SOI CMOS is better suited for low 

stand-by power applications. A low leakage current of 0.2 pA/µm for 

NMOS and 0.1 pA/µm for PMOS was observed for SOI devices at a 

supply voltage of 1.5V as compared to 10nA/µm for bulk CMOS devices 

at a supply voltage of 1.2V.   

 
Keywords: Bulk CMOS, SOI MOSFET, MOS Scaling and Leakage 

currents. 
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41.1   Introduction  

After more than three decades of relentless scaling of CMOS devices to 

nanometer dimensions for faster circuit operation, higher packing density 

and lower power dissipation, CMOS technology has now become the 

prevailing technology for VLSI applications. This scaling is driving the 

industry towards major technological innovations, including material and 

process changes such as Metal gates and High- k dielectrics(1) and also 

new structures such as Ultra-Thin Body SOI and FinFETs. With Scaling 

of planar Bulk MOSFETs, Significant challenges such as high channel 

doping, Junction leakage due to band-to-band tunneling and various 

Short channel effects (SCE) need to be addressed(2). Also, random 

doping variations in the channel in extremely small MOSFETs lead to 

variability of threshold voltages (3). Another challenge for highly scaled 

MOSFETs is the increase in the Source/ Drain series resistance due to 

shallow junctions [4]-[6]. Due to the challenges with scaling of planar 

bulk MOSFETs, Novel device structures such as ultra-thin body SOI 

MOSFETs and multiple gate structures such as FINFETs are becoming 

attractive alternatives.                                                                                 .    
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SOI CMOS involves building MOSFETs on very thin layers of crystalline 

Silicon. The thin layer of Silicon is separated from the substrate by a thick 

layer ( 100- 200 nm) of buried SiO2 film, thus isolating the devices from 

the substrate. The Subthreshold slope of long channel fully depleted (FD) 

SOI MOSFETs can be near ideal 60 mV/dec because the effective gate 

depletion width is very large and the body effect coefficient given by m, 

where m= 1 + 3tox/Wdm, will be very nearly equal to 1. Fig 2a. Shows the 

SOI MOSFET structures with 65 nm physical gate length which features 1) 

A thin Si channel of 50 nm thickness; 2) An increased doping in the 

source/ Drain extension regions to control the depletion width and 3) an 

undoped polysilicon gate to control the channel current. The use of thin 

body over the buried oxide helps in controlling SCEs but the resistance of 

the channel increases thereby reducing drive currents. 

 

42.2   Proposed Devices for low power applications  

A major portion of the semiconductor device production is devoted to 

digital logic. For low power logic, control of static power dissipation with 

scaling is the critical goal. To meet this goal, transistor leakage current is 

projected to be much lower than that of high- performance logic. High- 

performance logic refers to chips of high speed and high power dissipation, 

such as Microprocessor unit chips. Low power logic refers to chips for 

mobile systems where the allowable leakage currents are limited by battery 

life. There are two major categories in low power i.e. Low operating power 

(LOP) and Low standby power (LSTP) logic [7]. LOP chips are used for 

relatively high performance mobile applications such as notebook 

computers and the focus is on reduced dynamic power dissipation. LSTP 

chips are used for lower performance, lower cost consumer applications 

such as cellular telephones. LSTP chips are characterized by low operating 

frequency and lower battery capacity. The main focus of LSTP chips is to 

have the lowest possible static power dissipation that means lowest 

possible leakage current. According to ITRS roadmap, the leakage current 

is projected at 30pA/µµµµm for LSTP chips and is held relatively constant 

while for LOP, it is 9nA/µµµµm and it increases slowly with scaling. 

 

42.3   65 nm Simulation results and discussion 

NMOS and PMOS devices at 65 nm technology node were simulated using 

Synopsys TCAD device simulator(8-10). The Drift diffusion carrier 

transport model was used to carry out the simulations. The maximum 
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supply voltage used for Bulk CMOS device simulations is 1.2V and for 

SOI MOSFETS it is 1.5V. 

 

42.3.1 Bulk CMOS  

The Bulk NMOS and PMOS devices at 65 nm were simulated with process 

enhancements such as retrograde channel doping and Halo implants to 

control short channel effects [11] .The leakage currents for these devices 

have been optimized for 10nA/um. The sub threshold slope was found to 

be approximately 150 mv/dec that indicates slow switching between logic 

states. Fig .1 shows the structure of the 65 nm bulk devices along with the    

Id-Vg curves that shows a good on current and an off current of 

approximately 10 nA/µm. 

  

 

42.3.2 Bulk CMOS 65 nm 
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Fig.1: Bulk planar NMOS and PMOS device structures with 65 nm gate lengths. 

The I-V curves show a leakage current of 10nA/µm at a supply voltage of 1.2V. 

 

 

42.3.3   SOI CMOS  
Fig .2a shows a 100nm buried oxide layer implanted in the silicon substrate 

for reduced SCE and a 50 nm silicon body implemented for fully depleted 

SOI device with minimal doping in the channel for enhanced mobility. A 

higher doping in the range of 5e+17/cm
3
 was implemented in the source/ 

drain extension regions to lower the off current and at the same time 

maintain the drive current.  This doping has been introduced to minimize 

the width of the depletion layer and to control short channel effects. 

Different doping levels were introduced and simulated to find the optimum 

value which lowers the leakage current and also does not reduce the on 

state drive current. Fig 3a shows a graph of the Leakage  

 

current against the Doping Concentrations NE in the Source/ Drain 

extension regions . It was found that a Boron Concentration of 7e+17/cm
3
 

was optimum for NMOS and Phosphorus concentration of 4e+17/cm
3
 was 

optimum for PMOS. Further increasing the Doping concentration leads to 

drastic reduction in the drive current as is shown in table 1. A low sub 

threshold slope of 80 mV/dec for PMOS and 70 mV/dec for NMOS 

indicates good control of SCEs as seen in Fig.2b. A low leakage current of 
0.2pA/µm for NMOS and 0.1pA/µm for PMOS makes these devices 

suitable for LSTP applications. Due to the thin silicon body thickness for 

these devices, the resistance in the channel is high resulting in reduced 

drive currents. 
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42.3.4   SOI CMOS 65 nm 

  

Fig.2a:  SOI NMOS and PMOS device structures with 65 nm gate lengths. 

 

Fig.2b: The I-V curves shows a leakage current of a few pA/µm at a supply voltage 

of  1.5V  



440      Kiran Bailey, K. S. Gurumurthy  

 

 

Leakage current Vs Doping Concentration Ne

0.00E+00

2.00E-08

4.00E-08

6.00E-08

8.00E-08

1.00E-07

1.20E-07

1.40E-07

0.00E+00 2.00E+17 4.00E+17 6.00E+17 8.00E+17 1.00E+18 1.20E+18

Doping Concentration Ne(/cm3)

Io
ff

 (
A

/u
m

) PMOS

NMOS

 

Fig 3a. Leakage Current (A/um) Vs Doping Concentration (atoms/cm
3
) in the 

Source/ Drain extension regions 

Fig 3b. Depicts the variation in threshold voltage with the Doping 

concentration NE in the Source/Drain extension regions. This shows that 

multi threshold voltage devices can be implemented by careful selection of 

NE (12). Drain Induced Barrier Lowering (DIBL) is observed to improve 

with the increase in Doping Concentration as seen in Fig. 4, thus indicating 

a good control on Short Channel Effects. As seen in Fig.5, the 

Subthreshold Slope is also shows remarkable improvement with the doping 

levels. The various values of Leakage Current, Threshold Voltage, DIBL, 

Subthreshold slope against Doping Concentration NE has been tabulated as 

seen in Table1, Table 2, Table 3, Table 4, respectively for PMOS and 

NMOS SOI devices. 
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Fig 3b. Threshold Voltage (V) Vs Doping Concentration (atoms/cm
3
) in the Source/ Drain 

extension regions 
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Fig 4. DIBL (mV/V) Vs Doping Concentration (atoms/cm
3
) in the Source/ Drain extension regions 
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Fig 5. Subthreshold Slope (mV/dec) Vs Doping Concentration (atoms/cm
3
) in the Source/ Drain 

extension regions 
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Table 1. A table showing the values of leakage currents Vs the doping concentration for SOI 

MOSFETS . 

 

 

 

 

 

 
 

 

 

 

Table 2. A table showing the values of Threshold voltage (V) Vs the doping concentration for SOI 

MOSFETS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Doping 

Concentration NE 

(atoms/ cm3) 

1e+16 5e+16 1e+17 5e+17 1e+18 

PMOS 6nA/µm 1nA/µm 0.16nA/µm  0.03pA/ µm 0.002pA/ 

µm 

NMOS 129nA/ µm 30nA/ µm 5nA/ µm 1pA/ µm 0.04pA/ µm 

Doping 

Concentration NE 

(atoms/ cm3) 

1e+16 5e+16 1e+17 5e+17 1e+18 

PMOS -0.43 -0.46 -0.48 -0.72 -1.0 

NMOS 0.36 0.38 0.4 0.5 0.62 
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Table 3. A table showing the values of DIBL (mV/V) Vs the doping concentration for SOI MOSFETS 

 

 
 

 

 

 

 

 

 

Table 4. A table showing the values of Subthreshold Slope (mV/dec) Vs the doping concentration NE 

 

 

 

 

 

 

 

42.4 Conclusion   

65 nm P-channel and N-channel fully depleted SOI Devices with a body thickness of 

50 nm were simulated and compared with bulk planar NMOS and PMOS devices for 

low power applications. It was found that SOI devices require very light doping in the 

channel and short channel effects are controlled better in spite of lower channel doping. 

To control the short channel effects and to reduce the leakage currents, a constant 

doping in the range of 5e+17 was introduced in the source/drain extension regions. This 

was found to be effective in reducing the off currents. The off current for the SOI 

devices are about a few pA/µm whereas for bulk devices it is in the range of nA/µm. 

Thus it is shown in this paper that these low leakage current SOI devices can be used 

for LSTP chips used in mobile applications. Further,  To improve the drive current 

Strained Silicon Channels may be used. 

 

Doping 

Concentration NE 

(atoms/ cm3) 

1e+16 5e+16 1e+17 5e+17 1e+18 

PMOS 100 80 60 36 30 

NMOS 119 117 87 37 21 

Doping 

Concentration 

NE (atoms/ cm3) 

1e+16 5e+16 1e+17 5e+17 1e+18 

PMOS -0.43 -0.46 -0.48 -0.72 -1.0 

NMOS 0.36 0.38 0.4 0.5 0.62 
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Abstract. The consumption of energy resources has significantly 

increased in over the years. One of the sectors where this increase 

has been most notorious is in the domestic sector. Given the               

environmental and economic costs that this tendency brings with it, 

it has become necessary to reduce energy consumption. The aim of 

this study is to find which factors most influence the behavior of in-

dividuals in relation to energy saving. At the same time, an attempt 

is also made to understand whether advertising campaigns seeking 

to raise awareness about the need to save energy resources exert any 

influence over behavior. The results show that advertising cam-

paigns are highlighted by individuals in general as a good way of 

raising awareness about the need to save energy resources, even 

though they do not point to this as the factor that most influences 

their energy saving behavior. 

 

Keywords. Environment, energy saving, green marketing,                

consumer behavior, communication 

1 2 
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42.1 Introduction 

According to the American Chamber of Commerce to the European Union 

[1], the question of energy supply, the diversification of energy sources 

and the development of renewable energy sources will be one of the most 

fundamental issues for guaranteeing the future of Europe, ensuring the 

equilibrium of the environment and attempting to overcome adverse          

climate changes. 

Insofar as they are responsible for a large percentage of energy                 

consumption, consumers have been encouraged to take part in the saving 

of energy resources. Companies are equally beginning to adopt                

“environmentally friendly” practices with regard to the saving and rational 

use of energy resources, once they are seeing their energy/electricity bill 

increase.  

As far as the energy consumption market is concerned, this may be             

divided into several sectors: the domestic or residential sector, the services 

sector, the industrial sector and the transport sector. This paper focuses           

essentially on the domestic sector, more precisely on the use of electric 

power. This option is due to the fact that this sector has shown an increase 

in energy consumption, with all the costs and implications arising from 

this. 

Research into the efficient management of energy resources (in this case 

electricity) through the use of marketing strategies, is still in its early 

stages. At the same time, the influence of advertising on the saving of             

resources has tended to be somewhat overlooked by researchers, so that it 

makes sense to make an approach to the study of this problematic. 

This paper begins by outlining the question of energy resources and its 

relationship with the preservation of the environment. This is followed by 

the presentation of an approach to green marketing and green                

communication. In this case, stress will be laid on the important role 

played by the consumer market in the adoption of environmentally friendly 

behavior at the level of energy resource saving. After this contextualization 

has been made, the most important methodological aspects of the research 

will be presented, together with the empirical results and respective              

conclusions. The empirical study will focus the Portuguese consumer            

market. 
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42.2 The Environment and the Energy Saving Resources 

The results of a Eurobarometer survey undertaken in January 2007, 55% of 

European citizens consider the use of renewable energies to be very             

promising and 60% think that further research in the field of energy should 

be made a priority. 40% of consumers are willing to pay for renewable           

energy sources, considering it necessary to increase the consumption of 

these to ensure that we live in a clean, sustainable and safer environment. 

However, it is the duty of national governments to guarantee low energy 

prices, as well as its continuing supply [2]. 

According to another Eurobarometer survey undertaken between March 

and May 2008, which asked the citizens of the European Union (UE) about 

climate change, show that “three out of four Europeans (75%) are                 

seriously concerned about the problem of climate change, and almost two 

thirds are helping to minimize it. However, most of those questioned                

believe that neither industry nor citizens nor national governments are             

doing enough” [3]. 

For the Commission of the European Communities [4], the renewable 

energy sector is the one that has recorded the fastest growth in the context 

of the energy industry in Europe and even worldwide, displaying a growth 

rate of more than 20% per year in wind power and photovoltaic solar              

energy. This communication adds that this sector is the one that most 

stands out in terms of its capacity for reducing toxic gas emissions and                

exploiting local and decentralized energy sources, as well as the incentives 

that it provides for international high tech industries. 

From the national viewpoint, Portugal is one of the European countries 

best placed to make a large-scale use of renewable energies. “The reasons 

are obvious: a high level of solar exposure, a relatively dense hydrographic 

network and a coastline that benefits from the Atlantic winds are factors 

that can cut the country’s energy spending by half, with the bill currently 

being calculated at 2.5 billion Euros per year and directly or indirectly             

responsible for roughly 70% of national imports” [5]. Besides its                

advantages for the environment and associated low costs, the renewable 

energy sector can help to stimulate the economy and lead to the creation of 

more jobs.  

According to the study carried out by Ernst & Young in the third quarter 

of 2007, Renewable Energy Country Attractiveness Indices [6], Portugal 

ranks in tenth place amongst the most attractive countries for international 

investment in renewable energies. Research places Portugal ahead of          

countries that are more traditionally associated with the active defense of 
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the environment, such as Sweden (13th), Denmark (14th) or the                 

Netherlands (17th). 

There are still currently a number of obstacles preventing the full              

application of policies relating to the use of renewable energy resources. 

As such, other solutions have been sought to safeguard the environment. 

Saving energy resources is one of these. 

In 1973, the first oil shock took place, leading to a rise in oil prices in 

the international market. This was the first warning for the world economy, 

whose development was based on this source of energy. Being a country 

that is highly dependent on energy, Portugal became extremely vulnerable 

to the crisis situations occurring in the oil market. It was after this date that 

the first concerns began to be shown about the levels of energy                   

consumption, and the first measures were taken to encourage energy                

saving.  

The need to reduce energy consumption became evident and, in order to 

achieve this aim, consumption had to be rationalized and superfluous             

consumption banned. It became necessary to use technologies requiring 

lower levels of energy consumption, which had not been used before then                

because they were more expensive.  

In order to promote a rationalization of consumption, the energy                

labeling of electrical household appliances (fridges, deep freezers, washing 

machines, dish washers, spin dryers, etc.) was approved and implemented. 

A public initiative, “Energy Efficiency in Buildings”, was also promoted 

with the aim of introducing an energy certification system, resulting in a 

new legislative package for buildings, which came into force in 2006. As 

is the case with household appliances, this system makes it possible to               

inform users about the energy consumption of their building and thus            

provides for a more rational choice [7]. 

Besides helping to protect the environment, an efficient management of 

energy resources makes it possible to reduce the related costs, namely 

electricity. A more rational energy consumption is also essential for creat-

ing a model of sustainable and socially responsible development [8]. 

The environmentalist association Quercus and Portugal’s main              

electricity supply company, EDP, joined forces in the organization of a 

project entitled “Ecofamilies”, in which they studied the habits of 225         

Portuguese families. The conclusion of this study was that, in energy 

terms, each household presented a saving potential of roughly 10%. The 

analysis took into account the habits, composition and “contents” of each 

household and noted that a household with a child or with several                 

computer and entertainment appliances potentially consumes more than 

the rest. 
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According to the Yale Center for Environmental Law and Policy [8], 

other studies that have been undertaken show that an average European 

household could save between 200 and 1000 Euros per year, if they chose 

a more efficient form of energy consumption. As a whole, the European 

Union could reduce its current energy consumption by roughly 20%, 

which is equivalent to a saving of approximately 60 billion Euros per year. 

Strengthening the implementation of energy saving policies and energy    

efficient practices would further create another million jobs in Europe. 

Obtaining significant and lasting energy saving involves, on the one 

hand, the development of energy efficient techniques, products and ser-

vices, and, on the other hand, a change in behavior patterns, with the aim 

of reducing energy consumption without losing any quality of life1. 
The main aspects to be taken into account when seeking to save energy 

resources in the home are lighting, insulation, air conditioning, the use of 

energy efficient appliances, the habit of turning off appliances when they 

are not being used and maximizing the potential of electrical household 

appliances (e.g. fully loading washing machines and dish washers). These 

aspects will be explored in the empirical research. 

42.3 Green Marketing and Green Communication 

From an ecological viewpoint, sustainability requires societies to satisfy 

human needs, not only by increasing productive potential, but also by               

ensuring equal opportunity. Furthermore, consumption patterns have to be 

re-assessed in order to take sustainability into account [9, 10]. 

The role played by marketing in the process of sustainable development 

is highly important, since most economic activity is encouraged through 

marketing strategies, which offer and stimulate consumption opportunities 

that will satisfy the needs and wishes of individuals. However, a marketing 

approach that seeks to serve the natural desires of consumers by increasing 

the volume of goods without any attempt to maximize the quality of life is 

akin to “mortgaging the future” of the new generations to come. 

The concept that combines environmental concerns and marketing may 

seem paradoxical [11]. But, if one considers that sustainability is the              

cornerstone of the philosophy of green marketing, then the contradiction 

that is involved in the logic of productivism/consumerism is apparently             

resolved. A sustainable approach to consumption and production means 

that our current standard of living cannot be allowed to endanger the               

                                                      
1
 http://europa.eu/scadplus/leg/pt/lvb/l27064.htm. Accessed 12 November 2008. 
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survival of future generations. Thus, the task of green marketing must be 

centered upon re-directing consumers’ needs and wishes towards a more 

conscious and sustainable form of consumption [12]. 

Marketing thus needs to be concerned with the resources used to satisfy 

the needs and wishes of consumers, as well as the effects of consumption 

on human life and the environment. Sustainable development requires 

“sustainable marketing”, i.e. marketing efforts must not only be                        

sustainable in terms of competitiveness, but they must also be ecologically              

sustainable [12]. In this way, green marketing can also be described as a 

group of activities that consider environmental stewardship as an               

opportunity for business development [13]. For Sheth and Parvatiyar [12], 

green marketing involves proactive strategies that benefit both companies 

and society and that redirect consumer demand towards products/services 

that are not harmful to the environment.  

Polonsky and Mintu-Wimsatt [14] define green marketing as the                   

application of marketing tools to facilitate exchanges that satisfy                

organizational and individual goals, so that the preservation, protection and 

conservation of the environment are sustained. According to these authors 

green marketing is related to the way in which a company’s activities can 

affect the environment. This definition includes the promotion of products 

and practices, as the energy saving, whose characteristics are not harmful 

to the environment. 

When the organizations are implementing communication campaigns, if 

a promotional strategy is being developed based around environmental and 

social issues, a number of aspects should be analyzed: the dimension and 

characteristics of target markets; the level of emphasis required in               

corporate communication and product communication; the promotional 

mechanism containing the correct information; the communication tools 

used; the level of consumers’ understanding of energy labeling programs; 

and the use of comprehensible terms and claims. For example the terms 

“recyclable”, “environmentally friendly”, “harmless to the ozone layer” 

and “biodegradable” have become commonplace in advertising.                 

Sometimes the consumers who are exposed to these appeals tend to show 

some resistance and skepticism [15].  

The strategies and claims made by the firms must be based on relevant 

research and information. Information must be communicated constantly 

to customers and other stakeholders. If claims are erroneous and unproven, 

then negative publicity will be attracted. In this sense it is crucial that the 

needs of the target audience be sufficiently researched and defined and the 

organization have a clear vision of the audience’s understanding of the           

issues [16]. 
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When developing an advertising campaign, it is necessary to take into 

account the fact that consumers tend to pay attention to messages that are 

useful for either solving a situation or satisfying a personal need [17].                

Hassan et al. [18] reinforce this idea, claiming that consumers who are 

deeply involved with the message are more likely to act in accordance with 

what is suggested by the advertisement. 

42.3.1 The green consumer and the energy saving behavior 

Being a green consumer involves adopting attitudes and behaviors that are 

designed to minimize adverse effects on the environment. The consumer is 

faced with a variety of choices that represent different degrees of                

greenness, but which call for an assessment of the environmental impact of 

the choice that is made of either a product or service and a change in              

behavior in the purchase, consumption and post-consumption use of the 

product [19]. 

The green consumer thus practices sustainable consumption, expressed 

by his use of goods and services that fulfill his basic needs and bring him a 

better quality of life, while minimizing the use of natural resources, toxic 

materials, emissions of waste and pollution, so as not to harm the needs of 

future generations [20]. 

To Pickett et al. [21], it was in the 1970s that the first studies appeared 

with the aim of defining the green consumer market. Demographic aspects 

(age, gender, social class and education) were the ones given greatest             

consideration [22]. After many years and much research, it proved                    

impossible to arrive at a generally accepted conclusion regarding the                 

characteristics of this market. Many of the studies reached contradictory 

results, namely with regard to the profile of the green consumer. An exam-

ple of this is the fact that, in some of the research undertaken, the                 

demographic variables were found to be related with a concern for the               

environment whereas, in other studies, there was no direct or significant 

relation established with some variables. 

As far as psychographic variables are concerned, personality may 

strongly influence energy saving behavior. However, according to Black 

and Stern [23], it does not appear to have such a strong influence on the 

activities that involve making investments in energy efficiency. In the case 

of values, despite their recognized importance for analyzing consumer be-

havior, Neuman [24] notes that they have been largely ignored as a             

factor affecting energy saving. 
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Within the area of behavioral segmentation, people’s attitudes towards 

the environment are of particular importance. According to Kinnear and 

Taylor [25], the environmental concern that is displayed by an individual 

is related to his or her attitude and behavior. It is influenced by personal 

experiences, the experiences of other individuals and the media. It results 

in an environmentally friendly behavior that is conditioned by a number of 

factors, such as price, product performance, social standards and               

knowledge about the environment. 

However, consumers do not always translate their concerns into              

effective purchasing behavior. For example, in the studies by Yam-Tang 

and Chan [26], the levels of concern displayed by individuals are not                

reflected in their environmental purchasing habits, nor even in other             

environmental behaviors. The same may also happen in the case of energy 

saving. Sometimes, the economic factor and the need to lower costs             

outweigh the importance of affect and environmental concern [27]. 

42.4 Methodology 

The aim of this study is to find which factors most influence the behavior 

of individuals in relation to energy saving. At the same time, an attempt is 

also made to understand whether advertising campaigns seeking to raise 

awareness about the need to save energy resources exert any influence 

over behavior, and whether or not they are favorably received and                 

perceived. 

Thus, the following research questions were formulated: 

- Are consumers sufficiently concerned about the environment to the              

extent of their rationally using energy resources? 

- Which factors most contribute to energy saving? 

- What importance is given to advertising campaigns seeking to change           

attitudes and behaviors towards the saving of energy resources? 

The data were collected through a survey of Portuguese consumers. The 

model of data collection was a survey conducted by self-administered 

questionnaire. A convenience sample was used and the final sample was 

composed by 300 individuals aged over 18. 

The questionnaire is composed of two main sections. The first part ex-

amines the environmental dimension: concern, use of renewable energy, 

energy saving behavior, factors that could influence that behavior and 

questions about green advertising perceptions. The scales used to measure 

these dimension were Likert scales (min 1, max 5), where 3 is the                 

indifference value and other five-point scales (1 = Never; 2 = Rarely; 3 = 
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Sometimes; 4= Frequently; 5= Always). In the second part, data are             

collected about the demographic characteristics of respondents. 

After collection, the data were statistically analyzed and interpreted              

using the statistical software SPSS 17.0 (Statistical Package for Social          

Sciences). A descriptive analysis was undertaken (frequencies, cross              

tabulations and central tendency statistics), together with nonparametric 

tests.  

42.5 Results and Discussion 

The sample used in this study consisted of 300 individuals, of whom 

49.0% were women and 51.0% were men. Ages ranged from 18 to 87 

years of age, with a predominance of relatively young individuals, and 

with an overall average age of 33. 32.0% of the respondents’ households 

had an average monthly income of between 1000€ and 1999€. As far as 

educational levels were concerned, most respondents had fully completed 

their secondary school education (37%) or held university degrees 

(39.7%). 

Besides this socio-demographic description of the sample, it was also 

considered pertinent to characterize individuals according to their levels of 

energy saving, with the process described below being used for this pur-

pose. 

Variables were selected that related to energy saving behavior, or, in 

other words, which focused on the use of electrical household appliances 

and other electrical equipment, air conditioning and lighting. Next, the 

values of the answers relating to 14 selected questions were added together 

and the scores were then analyzed. 

It was decided to consider as “environmentally friendly” (“Savers”) 

those individuals who scored more than 50 points, and as less “environ-

mentally friendly” (“Non-carers”) those who scored lower than this. The 

first group comprised 208 individuals (69.3%) and the second group 92 

(30.7%). 

In order to measure the reliability of the group of variables related with 

energy saving, Cronbach’s Alpha coefficient was estimated. The value that 

was obtained (0.729) shows that the scale presents satisfactory levels of      

internal coherence. 
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42.5.1 Influence of environmental concern on energy saving 

behavior  

In order to analyze the influence of environmental concern on energy              

saving behavior, data cross tabulation was carried out, as well as the 

Mann-Whitney U test (Table 1). 

 

 

Table 1. Environmental concern versus energy saving behavior 

 Level of concern with the environmental problems  

 Strongly 

disagree 

Dis-

agree 

Neu-

tral  
Agree  

Strongly 

agree  

Savers 
1 2 1 72 

132 
(44,0%) 

Non-

carers 1 2 1 42 46 (15,3%) 

Total 2 4 2 114 
178 

(59,3%) 

U de Mann-Whitney ……………8220,000 

Sig………………………………..0,023 

 

As can be seen, the “Savers” group has a higher percentage (44.0%) of 

individuals who are concerned, or greatly concerned, about environmental 

problems than the “Non-carers” group (15.3%). The statistical significance 

obtained through the use of the Mann-Whitney U test (0.023) indicates that 

the type of behavior that individuals adopt in relation to the saving of             

energy resources is influenced by their level of concern about                   

environmental problems. Or, in other words, this variable is significant for 

differentiating between the two groups, taking into account the fact that the 

test was undertaken for a significance level of 0.05. 

In 1973, Kinnear and Taylor [25] had already stated that there was a             

relationship between environmental concern and individual behavior. In 

turn, Kinnear et al. [28] reinforced the claim that the attitudes of green 

consumers must express their environmental concern.  

However, such concerns are not always translated into environmentally 

friendly behavior. And, while there are, for example, inconsistencies in            

relation to the behavior of buying green products, the situation of saving 
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energy resources is even less clear due to the shortage of studies on this 

theme. 

42.5.2 Factors that influence the energy saving 

As far as the factors influencing the saving of energy resources are              

concerned, the following variables were considered: cost of electricity bill; 

advertising campaigns; other communication activities; available              

information; environmental concern; social responsibility; and influence of 

others. 

Analyzing the averages of the scores obtained from the answers (Table 

2), which were measured using a 5-point scale, it can be seen that they all 

present values close to or higher than 4 points, which means that                      

individuals consider that all the factors are important and influence their 

energy saving behavior.  

Table 2. Descriptive statistics 

 
Mean 

Standard 

deviation 

Cost of electricity bill 4,50 0,803 

Advertising campaigns 3,68 0,959 

Other communication activities 3,66 0,864 

Available information 3,97 0,760 

Environmental concern 4,55 0,623 

Social responsibility  4,38 0,759 

Influence of others 3,51 0,969 

 

The factor that presents the highest average score is “environmental 

concern” followed by the “cost of the electricity bill”. The lowest average 

score is represented by the variable “influence of others”. Bearing in mind 

the value of the standard deviation, the variable “environmental concern” 

is the one that shows least variability. The one showing the greatest range 

of answers is the “influence of others”. 

It can be seen that “environmental concern” presents scores that are very 

close to those of the variable “cost of the electricity bill”. The choice of the 

cost of the electricity bill as the most important factor may also be justified 

by the current economic situation and by the successive increases that have 

occurred in the prices of energy resources. 
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In an attempt to understand whether the listed factors exert different              

influences on energy saving behavior, it was decided to analyze the               

significance of the relationships between these variables by performing the 

Pearson Chi-Square test. The statistical significances of all these factors 

correspond to 0.000, so that all the factors influence the energy saving      

behavior of individuals to some extent. 

42.5.3 Communication and advertising 

The importance of advertising campaigns for encouraging energy saving 

will now be examined. In an attempt to understand whether there was any 

difference between “Savers” and “Non-carers” with regard to the influence 

of advertising campaigns, data cross tabulation was carried out, as well as 

the nonparametric Mann-Whitney U test (Table 3).  

Table 3. Advertising campaigns and energy saving behavior 

 
Savers 

Non-

carers 
Total 

Completely 

unimportant  
11 5 16 

Unimportant  10 8 18 

Neutral 38 12 50 

Important 123 54 177 

Importance 

of the advertis-

ing campaigns 

Completely 

important 
26 13 39 

Total 208 92 300 

Mann-Whitney U……… 10541,000   

Sig………………………... 0,552   

 

As can be seen, “Savers” consider the influence of advertising                   

campaigns on their energy saving behavior to be more important than do 

“Non-carers”. From the statistical significance of the Mann-Whitney U 

test, it can be seen that advertising campaigns are not a significant factor 

for distinguishing those consumers with a greater tendency for energy            

saving from other consumers. 

The influence of advertising campaigns is not very important in               

determining the behavior of individuals with regard to the saving of energy 

resources. According to Zinkhan and Carlson [29], this situation may be 



Energy Saving and the Contribution of Green Marketing to Behavioural 
Change      457 

due to various factors, such as, for example, a certain saturation and             

skepticism in relation to advertisements. 

When asked about the capacity of advertising campaigns for making            

individuals more aware of the need for energy saving, most respondents 

(91.3%) were of the opinion that this is an effective medium. As regards its 

capacity for changing energy saving behavior, again most respondents 

(71.7%) were of the opinion that advertising does in fact succeed in         

changing behavior (Table 4). 

 

 

 

Table 4. Perceptions about advertising 

 Yes No 
Don’t 

know 

Advertising is a good way of 

raising awareness about the need 

for energy saving 
274 18 8 

Advertising succeeds in chang-

ing individual behavior towards 

energy saving 

215 39 46 

 

Advertising campaigns are highlighted by individuals as a good way of 

raising awareness about the need for saving energy resources, although 

they do not tend to indicate them as the factors that most influence their 

energy saving behavior. This situation is perhaps due to the fact that,           

despite the various contingencies (e.g. its rejection by some consumers and 

the decrease in investments), advertising continues to be a commonly used 

medium for the dissemination of information, which, because of its general 

nature, reaches a wide range of different audiences.  

As a result of this analysis, it was considered interesting to discover the 

reasons why advertising may contribute towards changing individual              

behavior (it is informative; it is persuasive; it clarifies doubts; it appeals to 

the emotions; it exemplifies real situations; it shows a reduction in the 

electricity bill). The information that is transmitted by advertising was 

highlighted by respondents as the most important factor (80.6%), which 

leads us to think that this may be the most effective factor in persuading 

individuals to save energy resources.  

This situation may be due to the need that individuals feel for knowing 

more about the theme of energy saving. Furthermore, they may consider 
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that advertising campaigns of an informative nature are more believable 

than those of another type. 

42.6 Conclusions 

In this research we decided to classify the individuals into two groups: the 

more “environmentally friendly” (“Savers”) and the less “environmentally 

friendly” (“Non-carers”), according to their energy saving behavior, with 

the first group consisting of roughly 70% of the individuals in the sample. 

This finding ends up being somewhat surprising in a country that is highly 

deficient in terms of education and environmental information. Yet, on the 

other hand, it seems less strange if one considers that the act of saving             

energy brings with it an underlying factor that is extremely enticing: a 

reduction in economic costs.  

According to the results that were obtained, 97.3% of individuals claim 

to be concerned about environmental problems, with 68% of these               

belonging to the “Savers” group, or, in other words, the group of                      

consumers who display a more “environmentally friendly” behavior with 

regard to the saving of energy resources. However, even though they may 

be concerned with environmental problems, the vast majority of                       

individuals do not have any system of renewable energy at their homes, 

despite their claiming that renewable energies are a viable option for                

protecting the environment. 

The factors that most influence behavior with regard to the saving of     

energy resources are the “cost of the electricity bill” and “environmental 

concern”. However, “advertising campaigns” are also seen to have some 

importance in terms of the influence on individual behavior. The results 

show that “Savers” attach more importance to advertising campaigns than 

do “Non-carers”. However, the factor that most influences energy saving 

behavior is not advertising campaigns, but instead the cost of the                 

electricity bill. 

Or, in other words, advertising campaigns are highlighted by individuals 

in general as a good way of raising awareness about the need to save               

energy resources, even though they do not point to this as the factor that 

most influences their energy saving behavior. Although advertising is a 

good way of raising the awareness of individuals, it is not considered              

sufficiently motivating to change their behavior with regard to saving             

energy resources. 

One of the methodological limitations of this study has to do with the 

fact that the sample that was put together was a sample of convenience. 
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However, the greatest constraint on the research is the limited number of 

studies available related to the saving of energy resources, especially in the 

area of marketing, which may have imposed limitations on the theoretical 

framework, as well as on the comparison of results.  

It should also be added that it is likely that the use of a non-validated 

scale for measuring the level of individuals’ energy saving, and the               

methodology used for the classification of the groups may raise some 

doubts. Thus, one of the targets of future research studies must be to work 

on the validation of a scale for measuring the behavior that is related to the 

saving of energy resources. To this end, it is proposed that specific models 

for the study of energy saving behavior should be constructed and/or                

replicated, in which the relationships of interdependence between the             

variables are tested, using for this purpose other statistical procedures such 

as structural equation systems. 

Another form of research that may usefully be carried out is one that has 

a more multidimensional aspect and includes the analysis of other                

variables, such as lifestyles, values, environmental knowledge,               

environmental activism and the type of housing in which individuals live, 

amongst other aspects. 

In the future, the theme of renewable energies will certainly have              

enormous research potential, where a greater focus could be placed in the 

concern about environmental issues and economic development [30, 31]. 
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Abstract. This article is concerned with the classification of ECG 

pulses by using state of the art Continuous Density Hidden Markov 

Models (CDHMM’s). The ECG signal is simultaneously observed 

at different level of focus by means of the Wavelet Transform (WT).  

The types of beat being selected are normal (N), premature                   

ventricular contraction (V) which is often precursor of ventricular 

arrhythmia, two of the most common class of supra-ventricular              

arrhythmia (S), named atrial fibrillation (AF), atrial flutter (AFL), 

and normal rhythm (N). Based on long term statistics taken from 

MIT-BIH Arrhythmia Database a threshold is established above 

which no misclassifications were obtained. ECG pulses which like-

lihood is below this threshold are selected for a posterior physician 

analysis. Experimental results were obtained in real data from MIT-

BIH Arrhythmia Database and also in data acquired from a devel-

oped low-cost Data-Acquisition System. 

Keywords. Hidden Markov Models, Wavelets, Cardiac Arrhythmia 

Classification. 
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43.1 Introduction 

Electrical instability of the heart, which can be identifiable in the ECG, 

leads to an abnormal synchronized contraction sequence reducing pumping 

efficiency.  This phenomenon named arrhythmia can be classified as              

frequent or infrequent (sporadic). Infrequent arrhythmias can be evaluated 

by long-term ambulatory ECG monitoring (Holter), which produces a 

quantity of beats greater than 10
5
. This huge quantity of data requires 

automatic diagnosis equipment which allows reducing the time required 

for diagnosis, increasing the quality of life.  

Atrial fibrillation (AF) is perhaps the most common arrhythmia            

encountered in clinical practice, affecting about 0.5-1% of the general 

population. AF is not only related to frequent symptoms and reduced            

quality of life but also constitutes a major risk factor for stroke and              

mortality from cardiovascular and all other causes [1]. AF pathology is 

usually diagnosed based on ECG analysis.  

Normally continuous monitoring over an extended period of time is               

required in order to increase the understanding of patient’s cardiac             

abnormalities. Such situations require continuous monitoring by the physi-

cians or alternatively the aid of automated arrhythmia detection equipment, 

which can be able to identify different types of arrhythmias.  

This problem of cardiac arrhythmia detection can be viewed as a pattern 

recognition problem, since it is possible to identify a finite number of              

different patterns (arrhythmias).  

HMMs have been successfully applied to pattern recognition problems 

in applications spanning automatic speech recognition [2], image            

segmentation [3], ECG modeling [4] and cardiac arrhythmia analysis [5]. 

The most common approach regarding HMMs training is finding the              

stochastic distribution that best fits the data. Usually this data is derived 

from the waveform from some type of signal processing usually known as 

feature extraction method. Recently advanced signal processing techniques 

as Fourier Transform, Linear Predictive Analysis, Lyapunov Functions [6] 

and Multivariate Analysis (MA) have been used in order to feature             

extraction in the HMMs framework. MA allows observing the signal at 

various scales emphasizing some hidden particularities not viewed at other 

scales. Wavelet Analysis (WA) is perhaps the most common form of MA. 

Recently WA was been successfully combined with HMMs especially             

regarding ECG segmentation [7].  

The Wavelet Transform (WT) has the advantage over conventional 

techniques that time/frequency representation can be more accurately 

modeled by decomposing the signal in the corresponding scales. When the 
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composition level decreases in the time domain it increases in the                   

frequency domain providing zooming capabilities and instantaneous                

characterization of the signal [8, 12].  

The baseline system is a Bakis or left-to-right Continuous Density             

Hidden Markov Models (CDHMMs) with a Gaussian Mixture Model 

(GMM) associated to each model transition. The ECG signal is previously 

sliced in singular pulses by using the Pan-Tompkins [9] algorithm and 

each pulse class is modeled by a six state model, modeling the Q-S, S-T, 

T, T-P, P and P-Q events. Experimental results from the MIT-BIH               

Arrhythmia Database using more than 2000 training pulses and 3400                

testing pulses are presented. Additionally more than 600 pulses acquired 

by our Data-Acquisition System from patients of the Braga Hospital were 

tested under supervision of a Cardiologist.  

43.2 Data-Acquisition System 

In order to assist our medical staff in the diagnosis of their patients a           

Data-Acquisition System which layout is show in figure 1.1 was                

developed. The hardware consists of a printed circuit board (PCB),               

including signal conditioning, filtering and amplification.  

              
 

          

Fig. 1.1 Block diagram of the developed Data-acquisition System 

Modified limb lead II (MLII) and modified lead V1 carry sufficient             

information regarding automatic diagnosis purposes since the electrodes 

- - 

+ 

+ 
GND MLII 

V1 
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position follows the five leads standard Holter. The electrical activity of 

the heart is filtered, amplified and converted into a digital signal. A              

data-acquisition board, NI USB – 6210, set in differential mode was used 

to control the acquisition hardware and A/D conversion.  

Both the software for acquisition and monitoring were developed in 

MATLAB. A database (DB) for storing the signals for future analysis was 

also developed. For each acquired signal, a new file is created in the DB 

with all obligatory parameters filled as described in [10]. Afterwards, 

MLII and V1 signal named 300 and 301 were converted in to MIT-BIH 

212 signal format. 

43.3 Wavelets Analysis of ECG 

The wavelet transform (WT) is a signal representation in a scale-time 

space, where each scale represents a focus level of the signal and therefore 

can be seen as a result of a band-pass filtering.  

Given a time-varying signal x(t), WTs  are a set of coefficients that are 

inner products of the signal with a family of “wavelets” obtained from a 

standard function known as “mother wavelet”.  In Continuous Wavelet 

Transform (CWT) the wavelet corresponding to scale “s” and time                

location “τ” is given by 

 

 (1.1) 

 

where ψ(t) is the mother wavelet, which can be viewed as a band-pass 

function. The term      ensures energy preservation. In the CWT the              

time-scale parameters vary continuously 

 

 (1.2) 

 

where the asterisk stands for complex conjugate. Equation (1.2) shows that 

the WT is the convolution between the signal and the wavelet function at 

scale “s”. Therefore the shape of the mother wavelet seems to be important 

in order to emphasize some signal characteristics, however this topic is not 

explored in the ambit of the present work.  

For implementation purposes both “s” and “τ” must be discretized. The 

most usual way to sample the time-scale plane is on a so-called “dyadic” 
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grid, which means that sampled points in the time-scale plane are                  

separated by a power of two.  

As the scale represents the level of focus from the which the signal is 

viewed, which is related to the frequency range involved, then digital filter 

banks are appropriated to break the signal in different scales (bands). If the 

progression in the scale is “dyadic” the signal can be sequentially                    

half-band high-pass and low-pass filtered.  

The output of the high-pass filter represents the detail of the signal. The 

output of the low-pass filter represents the approximation of the signal, for 

each decomposition level, and will be decomposed in its detail and                 

approximation components at the next decomposition level, and the               

process proceeds iteratively in a scheme known as wavelet decomposition 

tree, which is shown in figure 1.2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.2 Wavelet decomposition tree 

After the filtering half of the samples can be eliminated according to the 

Nyquist’s rule, since the signal now has only half of the frequency. 

This very practical filtering algorithm yields as Fast Wavelet Transform 

(FWT) and is known in the signal processing community as two-channel 

subband coder [11].  

One important property of the Discrete Wavelet Transform (DWT) is 

the relationship between the impulse responses of the high-pass (g[n]) and 

low-pass (h[n]) filters, which are not independent of each other and they 

are related by 

 (1.3) 

where L is the filter length in number of points. Since the two filters are 

odd index alternated reversed versions of each other they are known as 
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Quadrature Mirror Filters (QMF). Perfect reconstruction requires, in              

principle, ideal half-band filtering. Although it is not possible to realize 

ideal filters, under certain conditions it is possible to find filters that               

provide perfect reconstruction. The most famous ones were developed by 

Ingrid Daubechies and they are known as Daubechies wavelets [13]. In the 

ambit of this work only Daubechies wavelets with 2 vanishing moments 

(db-4) were used. 

The multiresolution analysis based on the DWT can enhance small                 

differences when the signal is simultaneously observed at the most             

appropriate scales [14].   Figure 1.3 shows the result of the application of 

the DWT one cycle of a normal ECG.  
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Fig. 1.3 One ECG pulse viewed at scales d1, d2 and d3 

From the figure we can observe that d1 level (frequency ranges of                

90-180Hz) emphasize the high frequency content of complex QRS when 

compared with P and T waves. D2 and d3 levels show clearly that other 

waves of small frequencies not seen at d1 scale are just appearing. 

The features used in the scope of this work are simultaneous                 

observations of d1 and d2 scales, therefore the observation sequence              

generated after the parameter extraction is of the form O=(o1, o2, …oT) 

where T is the signal length in number of samples and each observation ot 

is a bi-dimensional vector. Each element of the observation vector is              

derived from the IWT of the selected scale. 

43.4 Hidden Markov Models  

Hidden Markov models are a doubly stochastic process in which the             

observed data are viewed as the result of having passed the hidden finite 

process (state sequence) through a function that produces the observed 

(second) process. 
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In the pattern recognition paradigm each class of beat is represented by 

a separate model and after decoding, the class for the which the probability 

(likelihood) of occurrence is greater is selected. Since the ECG is                 

characterized by a time sequence waves occurring almost always in the 

same order which reflects the sequential activity of the cardiac conduction 

system an HMM structure where the states are connected in a left-to-right 

order was adopted. In [4] it is shown that a full connected HMM is               

eventually more appropriate for HMM modeling since the beat sequence 

reproduced by this kind of HMM is almost perfect. Figure 1.4 shows the 

model structure adopted for the several pathologies considered in the ambit 

of this paper. 
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Fig. 1.4 A left-to-right HMM with 6 states 

The next issue is the choice of the number of Gaussian mixtures. For 

continuous models (CDHMMs), it has been found that it is more               

convenient and sometimes preferable to use diagonal covariance matrices 

with several mixtures, rather than fewer mixtures with full covariance ma-

trices. The reason is the difficulty in performing reliable re-estimation of 

the off diagonal components of the covariance matrix from the necessarily 

limited training data. The HMMs in this work use five Gaussian mixtures 

per transition. 

The output probability density function, which defines the conditional 

likelihood of observing a set of features when a transition through the 

model takes place, is usually a multivariate Gaussian mixture for the most 

engineering applications involving hidden Markov models. These                

probability density functions are associated with the transitions which       

configures a Continuous Density Hidden Markov Models (CDHMMs) 

Mealy machine and are given by 
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where c is the number of components in the Gaussian mixture,  G(…) 

stands for bi-variate normal distribution with mean vector  and covariance 

matrix for the i
th
 mixture component and transition ut given respectively by 

iut ,
µ  and  iut ,

Σ . As the components of observation vector are assumed iid 
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G(…) function in equation (1.4) is simply the product of five Gaussian 

functions. The mixture coefficients iut
b ,  satisfy, for each transition ut , to 

∑
=

=
C

i

iut
b

1

, 1 
(1.5) 

so that, equation (1.4) is a probability density function. In our experiments 

the observations were modeled by five components in the Gaussian                

mixture (C=5) in order to fit best data with multimodal distributions.  

The Estimation of HMM parameters from a set of representative              

training data can be done by using the Baum-Welch algorithm which is 

based on the decoding of all the possible state sequence, or alternatively by 

using the Viterbi algorithm which is based on the most likely state                 

sequence [2]. The adopted training was the MLE procedure in the Viterbi 

framework, which goal is to maximize iteratively the following probability 

density function 

( ) ( ) )/(,// λλλ SPSYfYf =  (1.6) 

where Y is the observation sequence, S the most likely state sequence and λ 

the set of HMM parameters. The model reestimation formulas can be 

found in [2]. 

43.5 Experimental Results  

Experimental results were evaluated by using the MIT-BIH Arrhythmia 

Database. Normal (N) and premature ventricular contraction (V) beats, in 

atrial fibrillation (AF), atrial flutter (AFL) and normal (N) rhythms were 

selected. 

The training set contains the 121, 122, 221 and 222 records and the            

testing set contains the 105, 112, 121, 122, 210, 221 and 222 records of the 

MIT-BIH arrhythmia database, 300 and 301 of the Data-Acquisition              

Systems. For the training set 1445 normal (N) pulses of 121 (N rhythm) 

and 122 (N rhythm), 682 normal and premature ventricular contraction (V) 

pulses of 221 (AF rhythm) and 197 normal pulses of 222 (AFL rhythm) 

records were used. The testing set contains 3024 pulses of 105, 112, 121, 

122, 300 and 301 records, 1011 pulses of 210 and 221 records and 246 

pulses of 222 record, which means that data for training and testing               

purposes was obtained from different patients, which is normally known as 

patient-independent analysis. Table 1.1 shows the HMM based pulse             

classification system using features from wavelets. Both MLII and V1          
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signals were used each one with their own HMM. A pulse is considered 

classified if the score from both models agree, otherwise the pulse is 

considered wrong. 

Table 1.1 The confusion matrix associated DWT 

  AFN AFV  AFLN NN Total  Pr+  

AFN 864 0 0 0 864 1 

AFV 0 114 0 0 114 1 

AFLN 0 0 237 0 237 1 

NN 33 0 9 3024 3066 0.98 

Total 897 114 246 3024 4281  

Sensitivity 0.96 1 0.96 1   

The row labeled “Total” means the total number of beats used in              

experiment for each class listed in the corresponding column. 

Figure 1.5a and figure 1.5b shows two pulses where the confidence 

measure is below the threshold hence they were select for posterior              

analysis by the physician. The first pulse is clearly an “A” pulse and the 

second is a “j” pulse so not belonging to the considered arrhythmia classes. 

In both cases they were well selected by insufficient likelihood.  

 

           
 

Fig. 1.5a and 1.5b Selected pulses for posterior analysis by the physician  

43.6 Conclusion 

This paper reports a robust ECG classification system, regarding the             

cardiac arrhythmia detection, capable of working as first trial equipment, 

requiring however physician intervention for reliable diagnosis               

requirements. Uncertainty about classification by the automatic recognizer 

is signaled and the physician is required to make diagnosis based on             

medical knowledge and/or in complementary exams. This system takes 

advantage of advanced signal processing techniques as WT and HMM’s. 

1.5a 15.b 
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WT allows observing the signal at different scales, each one emphasizing 

some signal properties and characteristics. By using simultaneously                

different scales more signal properties can be simultaneously observed 

hence better characterized will be the ECG pulse. As a matter of fact,             

different and opposite properties as the low content frequency of the              

P-wave and the high content frequency of the QRS can be accurately             

simultaneously observed. HMM’s are statistical models adequate for mod-

eling signals of non-stationary nature. Assuming that WT can emphasize 

the non-stationary of the ECG by emphasizing their frequency content that 

varies with time, then HMM’s appear as a natural model with recognized 

capacities to break the ECG in quasi-stationary segments. Hence both 

techniques can complement each other in the analysis of signals of              

non-stationary nature. 
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Abstract. Fluid flow and solute transport phenomena in fractured 

and karstic aquifers remain an open issue that calls the attention of 

numerous researchers belonging to different disciplinary fields as far 

as the aspects linked both to shallow and to deep phenomena are 

concerned. The hydrogeologic knowledge of these phenomena 

proves to be of high importance especially if considered in                    

relationship with water resource exploitation, with the problems 

linked to contamination and the ones linked to urban and industrial 

development of the territory. 

In the examined area, characterized by a dismissed contaminated site, 

the realization of the landfill has required the development of a 3D 

flow model supported by a detailed local scale geologic model in           

order to evaluate the effects on groundwater flow and subsequently 

on contaminant propagation.  

The results of the flow model prove to be coherent with the fractured 

and karstic nature of the site in that they show at higher depths the 

presence of a subterranean stream channel that would speed up              

pollutant propagation. The obtained results represent the fundamental 

basis to implement a transport model that will permit to achieve a 

more in depth knowledge of the subsoil transport phenomena, and 

therefore to optimize any anthropic intervention that can involve the 

site. 

Keywords. sequential indicator simulation, fractured, karstic,              

contamination, flow, transport. 

1 1 1 
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44.1 Introduction 

The study area is located in the city centre of Bari (fig. 1) in                               

correspondence of the area of the ex Gasometer, 200 meters far from the 

Adriatic coast, with an extension of 0.324 ha. 

In this area due to industrial activities carried out in the past a heavy                   

contamination by hydrocarbons such as BTEX, PAH, phenols and                

Cyanides has been registered. At present a remediation treatment based on 

the implementation of Pump & Treat technology has been planned.  

Moreover this area is located downstream to the bend of Marisabella 

where the realization of a landfill has been planned.  

Due to these planning interventions the examined area is at the core of an 

intense scientific panel debate that has as principal theme evaluating the 

effects of the above mentioned on groundwater flow and contaminant 

propagation; within this discussion an important issue is that of the choice 

of the most opportune modeling approach to apply for the comprehension 

of the flow and transport mechanisms that involve the aquifer, in order to 

choose the opportune strategies of intervention. 

In the study area, in fact, groundwater has a low depth compared to the 

ground level, so the effects of the landfill on the piezometric surface can 

be felt in the basement floors of the buildings. The planned interventions 

neglect the heterogeneous and anisotropic nature of the fractured and             

karstic aquifer and approximate it to a homogeneous isotropic porous              

medium by means of attributing equivalent hydrodynamic parameters to it. 

In previous papers this topic has been faced by comparing different              

paradigms both as far as the geologic characterization [1], [2], [3] and as 

far as fluid flow and solute transport modeling [4], [5]. The results of these 

studies have enriched the comprehension of the phenomena in study.  

The present paper is aimed at integrating the results of a previous study [1] 

that made use of the paradigm of sequential indicator stochastic simula-

tions coupled with nested techniques [6, 7, 8] in order to represent the         

geological architecture of the system in an optimal way. In this paper the 

geological model obtained through stochastic simulation paradigm is then 

applied for stochastic representation of fluid propagation in a 3D model. 

The application of this approach confirms the results obtained in previous 

papers restating fundamental concepts, that is to say that especially at local 

scale as in the case study, homogeneous and isotropic models fail to                  

reproduce the complex reality of fractured and karstic aquifers giving rise 

to results distant to real phenomena.  
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44.2 Geological setting 

The morphological asset of the Bari area is typical of a coastal murgian 

belt characterized by the presence of wide elongated terraces that run 

parallel to the coast and gently slope to the sea, ending on the waterside 

with marine terraces bordered by low escarpments. The Conca of Bari 

presents three tiered terraces sloped down to the sea with a height between 

40 and 10 meters a.s.l., characterized by palaeostream channels (lames) 

perpendicular to the terraces.  

In the Conca of Bari the most ancient formation present is the sedimentary 

series “ Calcare di Bari” represented by a calcareous- dolomitic succession 

referred to Cretacic that constitutes the bearing structure of the area of 

Bari, extending in depth even for hundreds of meters.  

This succession appears stratified and fissured and, where it is not 

interested by tectonical discontinuities, it shows a subhorizontal or slightly 

inclined lying position. This formation is subjected to the complex and 

relevant karstic phenomena that lead to the formation of cavities of 

variable dimensions within which it is possible to find even conspicuous 

accumulations of “terra rossa”. This material has prevalently residual and 

transport characteristics, so it is not always to be attributable to its original 

seat. In transgression on the carbonatic formation are detectable fine 

calcarenites and coarse biocalcarenites of plio-pleistocenic age recognized 

as “Calcareniti di Gravina”. This formation crops out forming thin 

horizontal cover strata that do not exceed 20 m. 

In continuity of sedimentation on the waterside of Bari are detectable the 

Terraced Marine Deposits (upper Pleistocene) represented by dune 

bioclastic detritic and sand bar deposits constituted by calcarenites with 

marine fossils, volcanic sands and sandstones, discontinuous levels of 

gravel and conglomerates.  

Finally the most recent formation is constituted by alluvial and marshy 

deposits (Olocene). They are continental deposits, detectable on the bottom 

of the lames and in some depressions in the dune deposits. The marshy 

deposits are formed by finer material, of silty-clayey nature.  

The study area is located inside the coastal depression of the “Lago di 

Marisabella”. In this area are conveyed the waters coming from two lames: 

Lama Lamberti and Lama Picone, that lie on preexisting lines of 

fracturation. Nowadays these lames are totally obliterated by the city plan.  



476      Claudia Cherubini, Concetta Giasi, Nicola Pastore 

44.3 Sequential indicator simulation algorithm 

Sequential indicator simulation (SIS) is a pixel based simulation algorithm 

that builds a categorical image, pixel after pixel, by drawing local              

probability distributions from the categories [9].  It consists in the                

simulation of the series of K indicator values sequentially one location              

after another, each simulation being made conditional to all prior indicator 

data and all previously simulated variables [10]. 

The SIS algorithm consists in the following steps: 

1. Define a random path that visits each location of the domain once. 

At each node u, retain a specified number of neighbouring conditioning 

data including both original indicator data and previously simulated              

location values. 

2. At each location u along the path, estimate the membership            

probabilities of u to each categorical variable: ( )nop k |;*
u  where n is the 

number of neighbouring conditioning data 

3. Obtain Monte-Carlo simulation of the indicator value by drawing a 

uniform random number [ ]1,0∈p , and by verifying for each categorical 

variable if ( )∑
=

≤
k

j

j nopp
1

* |;u , if the j
th
 condition is true then the location 

u  is assigned to categorical variable oj, if not proceed with the j+1
th
               

condition in an analogous manner. 

4. Add the simulated indicator value of the location u  to the data set 

5. Repeat the previous steps 2, 3 and 4 

6. When all locations u have been simulated, the stochastic               

realization is obtained. 

The estimation of the membership probabilities of u  to each facies is             

obtained by solving a simple kriging system with local varying prior mean: 

( ) ( ) ( ) ( ) ( ){ }αα
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αλ upkuIpnop
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l −⋅+= ∑
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;|;
1

* uuu Where ( )uαλ  is 

the simple kriging weight, ( )kuI ;α  is the indicator data at location αu , 

( )up  and ( )αup  are the respective prior local probabilities at locations u  

and αu . 
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44.4 Results of geolithological modeling 

44.4.1  Identified and modeling lithofacies unit sequences 
Considering the stratigraphies of the geognostic boreholes carried out from 

the ground level it is possible to resume the stratigraphic succession as             

follows: 

• Recently settled soil layer constituted by calcareous and                 

calcarenitic clasts immersed in a brownish sandy matrix, at times with the 

presence of palaeosoil at the basis constituted by brownish silty marshy 

deposits. This formation has been neglected in the next phases of              

elaboration; 

•  [Calcarenite levels unit] Calcareniti di Gravina (Plio-pleistocene). 

Characterized by intercalations of low cemented calcarenitic levels                     

alternated with fine sand and sometimes silty sand or sandy silt; locally are 

present intercalations of lenses of clayey silts.  

• [Fractured Karst Limestone] Calcare di Bari (Cretaceous).                 

Characterized by a succession of nut-brown micritic and whitish dolomitic 

limestone intensely fractured and karstified with cavities of dimensions 

from centimeters to decimeters. The reconstructions obtained by means of 

kriging algorithm with trend of the top of the Calcarenite levels unit and of 

Karst Fractured Limestone [1] emphasize the geomorphology of the top of 

the Calcare di Bari formation modeled by the drainage of surface water 

that merges into the lames. The top of this formation is characterized by an 

irregular surface, antiquely pedogenized and more or less altered in depth 

according with the structural tectonic conditions. The shallow layers are 

subject to karst phenomenon with carious weathering surfaces of various 

dimensions that especially in the western part are full of terra rossa and 

such as to constitute an aquiclude.  

44.4.2 Stochastic simulations 

Each identified lithofacies unit is delimited by the previously obtained top 

and bottom surface. As far as the Fractured Karstic Limestone formation 

the bottom surface is assumed constant and equal to z = - 25 m. These                

unities are associated with a three-dimensional regular grid with the                  

dimension of the cell equal to 0.6 m in the x,y directions and 0.3 m in z              

directions, and in order to incorporate stratigraphic dips in the simulations 

the real vertical depth of the sample indicator data is transformed into a 
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standardized depth. However each formation presents different geological 

correlation styles.  

The Fractured Karstic Limestone unit, given that the joint strata are                 

sub-horizontal or slightly inclined, presents “offlap” geological correlation 

style and thus is not consistent with the top and the basis of unit. The                

calcarenite level unit presents a “truncation” correlation style and therefore 

is consistent with the basis of the unit. In this circumstances the true               

vertical depth is equal to bottrue

j

st zzz −= . On the standardized sample                

indicator data for each unit the vertical marginal probability, the embedded 

transition matrix along the vertical direction and variographic analysis has 

been determined. The experimental variogram obtained for all litho-types 

of each unit, according with previous work [2], presents a short and long 

range structure. Then stochastic simulations by means of SIS Local                 

Varying Mean algorithm are performed for each lithofacies unit in a           

regular standardized grid honouring the standardized indicator data, the 

vertical marginal probability, the embedded transition matrix and the               

spatial correlation structure. The simulation results, obtained on the regular 

standardized grid, have been smoothed by means of the GSLIB program 

“trans” and are joined through the back-transformation of the standardized 

vertical depth into the true vertical depth. The result of one realization is 

shown in fig 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 3D model of units. I = Calcarenite Levels unit; II = Fractured Karst Limestone 

unit;  1= Calcarenitic Levels; 2 = Sand with inclusions of calcarenite; 3 = sands;          

4 = silty sands; 5 = Fractured Limestone; 6 =Terra Rossa Lenses; 7 = Cavities. 
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The Calcarenite levels units are for the most part degraded and slightly 

cemented. Apart from silty sands the remaining lithotypes show an erratic 

spatial distribution. As concerns the Fractured Karst Limestone the model 

obtained shows a karst network that evolves in correspondence of principal 

strata joints systems almost homogeneously distributed along the depth. 

The unfilled parts of the karst network are practically situated along the 

same strata joint at the depth of about 15 m b.s.l., whereas the karst               

network filled by “terra rossa” is mainly situated on the top of the unit and 

along the same strata joint at the depth about - 5 m a.s.l in correspondence 

of the eastern part of the site. 

 

 

44.5 Flow modelling 
 
44.5.1 Model approach 

 

The geological model obtained through stochastic simulation paradigm [1] 

can be used for state variables for stochastic representation of fluid flow 

and solute transport. Stochastic approaches provide a better framework to 

implement and interpret predictive simulations, they also permit to                

estimate the magnitude of uncertainties in flow and transport prediction. 

In fractured karstic aquifers, flow in fractures and conduits is often in              

turbulent regime. Darcy law which describes the linear relationship                 

between hydraulic gradient and flow velocity could not be used. However 

if the flow field is assumed in steady state conditions a Darcy model can 

always be calibrated to match a turbulent model. In transient conditions 

these two flow models will diverge. In this study a lumped parameter             

approach is used and calibrated on the groundwater discharge and global 

hydraulic gradient. The MODFLOW finite difference code has been used. 

A 3D flow model has been built, whose simulation domain is a horizontal, 

three dimensional, square region that is 180 m by 180 m with a variable 

thickness of 30m-35m (starting from ground level). The finite difference 

grid has fixed spacing, with a uniform cell size of 2mx2mx0.5m. The               

numerical model grid exhibits a lower resolution than the one of the              

geological model, in order to improve the speed of convergence and the 

numerical stability of numerical simulations. Thus the hydraulic                   

conductivity associated to the latter is mapped onto the numerical model 

by means of an  arithmetic mean average scheme for Kx and harmonic 

mean for Kz. To each lithotype of geological model is associated a set of 

hydraulic conductivity. The hydraulic conductivity attributed to the                 

following units is, as follows: calcarenite levels  = 10
-5
 m/s, sand with 

inclusions of calcarenite = 10
-4
 m/s, sands = 10

-3
 m/s, silty sands = 10

-8
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clusions of calcarenite = 10
-4
 m/s, sands = 10

-3
 m/s, silty sands = 10

-8
 m/s, 

terra rossa lenses = 10
-10
 m/s, cavities = 2.5m/s. Anyway the low k unities 

has been proved not to be sensitive to model calibration.  

As far as fractured karstic unit, the permeability of rock matrix is assumed 

negligible, fluid flow in fractures is represented by the cubic law, and                  

Darcy-Weisbach equation could be used in order to estimate resistance 

term in karst network. Given that, the fractures have been characterized 

only with frequency and detailed conduit geometry is not satisfactory. An 

average aperture for fracture and the effective conductivity has been              

estimated which yields the same flow as the turbulent model in steady state 

assumption. Fractured limestone has been characterized by a mechanical 

aperture bm=0.0001 m and a reconstruction of frequency of fracturing -

realized by a sequential Gaussian simulation- that is obtained by RQD by 

means of the formulation used by Cherubini et al (2008) [2]. According 

with a previous study of Cherubini [4] these parameters are estimated on 

specific discharge equal to Q = 0.0213 m
3
s
-1
 and global hydraulic gradient 

i = 0.001. A global direction of hydraulic gradient has been imposed by 

means of Dirichlet boundary condition. After running the simulation, from 

the comparison between model discharge and experimental discharge the 

average aperture of fractures and effective conductivity of karst network 

has been estimated.  

 

44.5.2 Numerical model results 
Figure 1.2 a) and b) show the result of the flow simulation at the                  

different depths, respectively at the top of the aquifer and at 15 m from the 

piezometric level. The homogeneous behaviour at shallow depths is                

representative of calcarenite unit, whereas at 15 m a dishomogeneous and 

anisotropic flow field can be emphasized, evidencing a discrete flow that 

involves a prevalent direction.  

               
Fig. 1.2. results of flow model at the top (a) and bottom (b) of the aquifer 
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Also according with the obtained results, from an analysis of the map of 

batimetry of the coastal area adjacent to the ex Gasometer, the presence of 

a subterranean  river can be emphasized.  

 

44.6 Conclusions 

For a fractured karstic aquifer a detailed geological model is very                

important in order to implement a correct numerical model for the             

simulation of flow and transport phenomena. The classical equivalent            

porous model paradigm does not permit to take into account the discrete 

nature of these aquifers. In the study area in order to study the effects of 

the landfill it has been necessary to reconstruct the geologic layout in order 

to implement the hydrogeologic model of the area. 

The detailed geological model obtained represents satisfactorily the                

geologic architecture of the site, in that it shows a karst network that 

evolves in correspondence of principal strata joints systems almost                

homogeneously distributed along the depth. The flow and transport                   

phenomena in study are principally conditioned by the presence of this 

karst network architecture. The unfilled karst system allows a rapid flow 

field often in turbulent conditions that permits a rapid contaminant                 

propagation. Whereas the karst zone filled by “terra rossa” may be                   

configured as a sort of aquiclude for the aquifer; even if delaying the 

propagation of contaminant by means of low conductivity and sorption 

processes, it causes tailing effects (because of slower ultimate removal 

from the matrix due to diffusive phenomena) and rebound phenomena that 

slow the cleanup of the aquifer.   

The results of the flow model are coherent with the geologic                               

reconstruction, in that the presence of a subterranean river at 15 m is                  

evidenced. This is also verified by the analysis of the map of batimetry of 

the coastal area adjacent to the ex Gasometer. 

Future developments of this work will focus on a better characterization of 

the geomorphology of the karst network system on the basis of the use of 

secondary variables such as RQD and well tests, self-affine fractal tree               

algorithms and higher order spatial correlation models. This will allow a 

more detailed geological and hydrogeological characterization. 
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Abstract. We are living in an era which is energy intensive. We 

make use of tremendous amount of energy for every day use. But 

the available resources of the world are depleting very fast.                         

In today’s world usage of energy depicts the level of development of a 

nation. The energy resources of the world are under severe pressure to cope 

up with the growing need of energy. The technological changes and 

changes in the lifestyle have increased the demand for energy                        

tremendously. In view of the pressure on the existing resources of energy, it                  

becomes very important for us to conserve energy or to find out new ways 

to produce the energy. This article examines way to conserve energy in one 

of the most energy intensive industries i.e. the spinning. Although there are 

number of areas where the energy can be conserved, we take a look at only 

one of them i.e. illumination. 

Keywords: Energy Conservation, T5 Lighting 

45.1 Introduction 

Energy is the driving force for the techno savvy world of today. The stage 

of development of a nation is gauged by the per capita energy                   

2 1 

2 

1 
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consumption. The use of energy in our daily lives and also in the industry 

has been increasing at an exponential rate. Since most of the energy re-

quirement is being met from non renewable energy resources, this has put 

a lot of pressure on the available energy resources. Also the cost of energy 

has been escalating. Two options are available: either to find new sources 

of energy or to use the existing ones judiciously. Finding new sources of 

energy requires lot of research and is a time and money consuming proc-

ess. The other alternative involves change in the energy usage pattern and 

hence is easier to adopt. We shall be discussing the other option here. 

 

Researchers have classified some industries as energy intensive. These are 

those where the energy consumption per unit of output is high. Textile 

spinning industry is one such industry. In order to maximise profits, it be-

comes pertinent for an industry to monitor its energy bill. Energy bill can 

be reduced by conservation of energy. Defined simply, energy conserva-

tion means using the available resources of energy judiciously. A spinning 

unit has a lot of potential for energy saving. Before we discuss the actual 

energy saving process, we shall review some of the literature available on 

this topic. 

 

 

 

45.2   Literature Review 
 
There are various approaches to conserving energy. In the paper titled 

Daylighting and Energy Savings with Tubular Light Guides  by Jitka 

Mohelinikova, the author has discussed the tubular light guides are              

systems which serve for natural illumination of internal windowless parts 

of buildings. Their function is based on the principle of light transport 

from outdoor to distant indoor places due to multi-reflections on their high 

reflective internal surfaces. Advantage of these systems is in the possibility 

of dynamic daylighting in internal parts of buildings and electric energy 

savings for artificial lighting. The design of the building has to be modified 

to re model it is as an energy efficient building, the machinery could be 

replaced by energy efficient machinery etc. Buildings may have to be              

design for low energy consumption. Energy savings in buildings can be 

achieved by reduction of energy consumption for heating, ventilation and 

artificial lighting. The design of buildings with respect of solar radiation 

and daylighting gives possibility for energy efficient buildings. Saving of 

electric energy for permanent artificial lighting is important technical              



Conserving Energy using Efficient Lighting      485 

problem in internal parts in buildings without daylighting. Modern tech-

nologies have brought possibility to solve these problems. 

Pumps are major energy consumers as far as industrial environment is 

concerned. In the paper titled Basis of Energy Efficiency Economical and 

Ecological Approach Method for Pumping Equipments and Systems by 

Mircea Grigoriu has presented the basis of an original economical and eco-

logical approach of the pumping systems energy efficiency, offering a ho-

listic picture of the pumping efficiency, with emphasis in economical and 

GHGs emissions mitigation effects. The main contributions consists in the 

original energy efficiency evaluation method of pumping equipments, a 

particularization of the pumping systems optimal operation characteristic 

determination for variable requested flow conditions, and a practical appli-

cation for parallel operation variable speed driving adjustment, the actual 

most applied system. In their paper titled, “Energy Efficiency in Croatian 

Residential and Service Sector – Analysis of Potentials, Barriers and Pol-

icy Instruments” Vesna Bukarica and Zeljko Tomsic have addressed the 

energy end-use efficiency potentials in Croatia with special emphasis on 

residential and service sectors. They have analyzed the process of design-

ing, implementing and evaluating policy instruments based on the results 

of the on-going UNDP/GEF project. Their main emphasis is that energy 

efficiency is basically a demand side management. Energy use is seen as a 

cost to society in this paper. 

 

 

 

45.3 Energy Consumption Patterns in India 
 
In order to have sustainable growth rate, it is imperative to have sufficient 

energy for systematic development in various sectors. India ranks 5th in 

the world, in terms of energy consumption. India is the Fifth largest pro-

ducer of electrical energy in the world. Despite such achievements the gap 

between demand and supply of electrical energy is increasing every year 

The power sector is highly capital – intensive. The capacity addition is a 

costly affair. Conservation is cheaper than new production. It is a silent 

generator with no fuel input and clean energy. Conservation has two fold 

approach, one using available electrical energy efficiently and the other re-

duction in the losses. 

The various approaches of energy conservation are divided into short-term, 

medium-term and long term measures. All the short-term and                  

medium-term measures may be taken up immediately so that their benefits 

can be realized within 5-8 years. And long-term measures initiated will 
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yield results after 10 years. Followings are some of the features of energy 

efficiency program approach. 

1. Software components include promotion, motivation, education, 

dissemination of information, data bank, and promotion of                  

Research and development activities, studies on demand                 

management. 

2. Hardware components include energy efficient projects, models of 

efficient technologies 

3. Stages of energy efficiency includes several activities resulting in 

various degree of energy saving and investments like. 

4. Soft or Managerial solutions requiring little or no investment. It is 

obvious that, the savings are 10% to 15%, require cooperation 

from all concerned for immediate benefits. 

5. Modest investments investment for replacing some parts of the            

existing system leading to reduction of higher 15% to 30%                

savings. 

6. Using new or alternative technologies. 

 

India has a vast scope in the field of energy conservation. Outdated                

technologies mixed with poor maintenance have made Indian systems 

highly energy inefficient. 

The following table shows the energy consumption patterns in India sector 

wise: 

Table: Total electricity used and electricity used for lighting purposes in major 

economic sectors 

______________________________ 

Sector         Energy              Lighting 

                    Used                    Component 

                (Percentage          (Percentage of 

                   of Total)      Total electricity   

                                                       Used) 

_______________________________ 

Industry     49   4-5 

Commercial 

/Public      17   4-5 

Domestic  10                  50-90 

Other      24   2 
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45.4 Conventional Lighting V/s Energy Efficient Lighting 

Conventionally, the General Light Source (GLS) lamp or the filament 

lamps were an integral and basic part of any lighting scheme. These lamps 

are cheaply available and no control gear is required to run these. But these 

are highly inefficient light sources. Also the amount of pollution produced 

by them is enormous and hence they are gradually being phased out. A lot 

of development has taken place on the fluorescent tube side. Generally 

what we used to have was the 40W tube which could give light equivalent 

to 2450 lumens. Then 36W tubes were developed which could give 2650 

lumens. But with the growing demand for efficient sources, a new series of 

36W tubes were invented which had a different coating to give enhanced 

lumens (2850 lumens for 36W). Then came the invention of compact               

fluorescent lamps. With the wattage as low as 5 watts and as high as 36/48 

watts these lamps perfectly matched that need for giving efficient light 

sources. A 9W compact fluorescent lamp could give the same lumens as 

60W GLS lamp thereby resulting in saving of 85% electricity. Such is the 

effect of these lamps, that most of the state governments in India like             

Haryana, Gujarat etc. have themselves taken upon the task of replacing the 

inefficient GLS lamps with CFLs. They have announced free distribution 

of CFL lamps. This is being seen as a major step towards energy                      

conservation in lighting. 

Another invention that is set to revolutionize the energy consumption                

patterns for lighting is the T8 tubes. These are fluorescent tubes having              

diameter equivalent to 1/8
th
 of an inch. There efficiency is much more than 

the conventional Fluorescent tubes. A 28W T6 tube gives 3950 lumens and 

hence is more efficient. Besides these tubes require electronic control              

circuitry for operation which consumes very small amount of power. In the 

conventional Fluorescent tube, the control gear required is a copper or 

aluminum ballast which consumes upto 9 watts of electrical power. Hence, 

these T8 tubes are for saving lot of electrical energy.  

 

 

 

45.5 Energy Conservation in Spinning Unit  
 
Since spinning is one of the major types of industry that consumes lot of 

energy, it becomes pertinent to see if there exists a scope for energy              

conservation. In this direction, we targeted one of the medium size                

spinning units located near the industrial city of Ludhiana in Punjab State 

of India. The unit has a capacity of 1200 spindles. 
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45.6 Problem solution 
 
During the audit part, it was observed that the plant was using twin                

tubelight industrial luminaries having two fluorescent tube of 40W each 

for lighting of area on machines. There were around 400 such sets of                

luminaries. The luminaries were equipped with copper ballasts and were 

without the reflectors at most places. The available light levels were low. 

The lux level available was an average of 250 lux (approximately) against 

a standard requirement of 300 lux..  

To change this system, various lighting system for industry were studied. 

Knowing the strengths and weakness of each lamp type will act as an aid 

in the selection of an energy efficient lamp that meets the needs of a                   

facility.  

It was suggested that these luminaries be replaced by the new energy                    

efficient luminaries available in the market. Also the exterior lighting was 

being done using 250W sodium HID lamps which have low efficiency. 

The number of such luminaries for exterior lighting was 25.  The lighting 

in the office area also was using older non energy efficient luminaries. The 

number of luminaries installed in the office area was 30. Each of these           

luminaries was using 4x20W fluorescent tubelights and the lux level            

available hovered around 220 lux. For street  lighting or exterior  lighting  

HID- High     Intensity     discharge    lamps      are  commonly  used  in 

which the interaction of an electric arc and the gases in a small bulb                

creates a  high  amount of  light  in  a  small package when compared to 

fluorescent and incandescent lamps.  HID lamps are commonly used  when  

high  levels  of light are required over large areas and efficiency                

and    long    life    are    important,   as    in gymnasiums, warehouses, 

parking lots, etc. The three main types of HID lamps: mercury vapor 

(MV), metal halide (MH) and high pressure sodium (HPS). 

After going through this exercise, it was decided to replace the old                

luminaries with the new energy efficient luminaries. By energy efficient 

luminaries we mean that the per watt illumination provided by these               

luminaries and light sources is higher than the conventional available         

luminaries and light sources. The following data presents the calculations 

for energy saving achieved by adopting above energy conservation              

measures. Here the ballast loss for copper ballasts has been taken as 9W 

per ballast. Also the ballast loss for HID lamps has not been included as 

the same ballasts would serve the purpose when we replace the 250W            

sodium HID lamps with 250W metal halide HID lamps. The 2x20W              

luminaries have two ballasts each. 
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Total energy consumption by the conventional luminaries and light sources 

already installed 

2x40x400= 32000W  for Tubes 

2x9x400 =7200W For Ballasts 

25x250= 12500W for sodium lamps 

4x20x30=2400W for tubes 

2x9x30= 540W for ballasts 

These were replaced with the following: 

2x40W Fluorescent tube light luminaries with 2x28W T5 luminaries. The 

ballast loss in T5 luminaries is negligible. 

4x20W Fluorescent tube lights with 2x36W Compact Fluorescent                  

luminaries. 

250W sodium HID lamps with 250W Metal Halide lamps 

All bulbs (approximately 20nos 60W bulbs and 20 nos. 100W bulbs for       

facilities) to be replaced by 11W CFL 

The power consumption in the earlier existing arrangement  

20x60= 1200W 

20x100= 2000W  

The total power consumption in the earlier arrangement  

32000+7200+12500+2400+540+1200+2000= 57840W 

Energy Consumption in new arrangement: 

The new arrangement in the spinning area required 362 luminaries of 

2x28W for achieving a lux level of 300lux. The number of luminaries            

required for exterior lighting also reduced to 22. The number of luminaries 

in the office area could not be reduced due to the constraints of different 

office cabins but the lux level here improved due to new luminaries to 290 

lux. Also the number of CFL’s to replace the existing Bulbs remains same 

due to different locations of these bulbs. 

Therefore the calculations for new energy efficient illumination scheme 

are: 

2x28x382 =21392W 

22x250=5500W 

2x36x30=2160W 

40x11= 440W 

Total energy consumption =21392+5500+2160+440=29492W 

Therefore the net saving in energy consumption is  

57840-29492= 28348W 

Taking the energy rate per unit @ Rs.6/- and assuming 12 hours of             

working for 25 days a month the net saving in energy costs comes to 

28348x6x12x25/1000= Rs.51026.40 

The cost of new luminaries is 

For 2x28W  @ Rs.600/-  
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For 2x36W @ Rs.2100/- 

For 250W metal halide lamp @ Rs.1050/- 

For 11W CFL @ Rs.88/- 

The total cost for new arrangement is  

600x382= Rs.229200 

22x1050= Rs.23100 

30x2100= Rs.63000 

40x88 = Rs.3520 

Total = Rs. 318820 

 

Therefore simple payback period 

318820/51026.4=6.24 months 

 

 

 

45.7 Conclusions 
 
It is seen from the above calculations that the net payback period for               

replacing the old installation with new one is just over 6 months. Besides 

resulting in energy savings this has led to additional benefits in terms of 

enhanced lux levels and decreased maintenance costs. The maintenance 

costs decrease because the life of all the new energy efficient light sources 

is more than the existing fixtures. This clearly puts forward the case for      

replacing old installations with new energy efficient installations.                       

In addition to the above, we would like to stress that In today’s energy              

dependent times, the needs for ensuring energy conservation and energy 

efficiency has become more crucial. 
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Abstract. The emissions of uncombusted (toxic) gas components 

and of particulate matter of two different firewood-fueled low 

power high quality fireplaces were investigated. Complementation 

of the fireplaces with sensors for combustion temperature, residual 

oxygen concentration and CO/HC concentration and development 

of a new strategy of firing process control enabled lowering of the 

CO/HC-emissions by about 20% (tiled stove) and 80% (central 

heater). The particulate matter emissions could be simultaneously 

reduced by about 33% and 66%, respectively. These results demon-

strate that the quality of the firing process was effectively improved 

by sensor based control. 

Keywords. firewood combustion, toxic emissions, sensor, firing 

process control. 

46.1 Introduction 

The heating of private homes by firewood-fueled low power stoves and 

central heaters is widely spread in the densely wooded areas of the                  

non-equatorial hemispheres. Actually, the number of fireplaces is further 

increasing because the tendency to substitute the classical fossil energy 

sources fuel oil, coal and petroleum gas by firewood seems to be a              
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long-term trend due to the expectation, that costs for classical fuel will         

further rise in near future and firewood can be procured quite cheap in 

wooded countrysides. With respect to the actual climate discussion, the use 

of sustainable energy sources like wood will be necessary wherever it is 

possible to save non-sustainable resources and reduce over freighting of 

the atmosphere with CO2. However, low-power firewood fueled fireplaces 

are still operated without efficient firing control and hence give rise to 

tremendous emissions of toxic gases and particulate matter. 

46.2    Problem formulation 

Combustion of solid fuel comparatively is a much more complex process 

as combustion of gases or liquid fuel. In spite of this, according to the state 

of the art the very most stoves are of low-level firing technology. They are 

not optimized to gain sufficiently high combustion temperature in a long 

period of a batch firing process, many stoves are constructed without or 

with inefficient separation of primary and secondary combustion chambers 

which is a fundamental prerequisite for high quality firewood                  

combustion [1], and the very most fireplaces are operated without any 

process control. Even modern central heaters are insufficiently controlled 

because the sensors used and control algorithms applied are not really        

suitable to gain efficient and lean emission combustion. Hence, it is not 

surprising that the emissions of toxic gas components like CO, partially 

oxidized hydrocarbons (HC), polycyclic aromatic HC (PAHs) [2, 3] and 

particulate matter are more than one order of magnitude higher compared 

to the emissions of state-of-the-art petroleum gas and fuel oil burners [4]. 

So, if residential wood burning is further intensified by (partly)                  

substitution of the classical heating systems, correspondingly high                

emissions of inhalable particulate matter (PM) and associated mutagenic 

PAHs [5, 6] to urban air will result if the firing technology is not                 

essentially improved. 
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46.3 Problem solution 

46.3.1 Concept of firing process optimization 

For continuous optimization of the firing process and efficient reduction of 

the toxic gas emissions, the air streams for primary and secondary (post-) 

combustion have to be automatically and separately controlled in every 

phase of the batch firing process. In preliminary experimental studies it  
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Fig. 1.1. Schematic representation of an automated fireplace. The CT, the ROC 

and the CO/HC are monitored by a thermocouple and gas sensors, respectively. 

was shown that process control is possible with high efficiency if the key 

parameters for characterization of the firing process are continuously 

available and used as input values for control of the combustion air flows 

[7]. These parameters are the combustion temperature (CT), the residual 

oxygen concentration (ROC) and the residual concentration of carbon 

monoxide and of un- or incomplete combusted gas components (CO/HC) 

in the flue gas (Fig. 1.1). According to a new control strategy the CT(t) and 

the ROC(t) are used for estimation of the primary air flow (PAF) and the 

CT(t) and CO/HC(t) for the secondary air flow (SAF), respectively [7]. 

This control algorithm was formulated in a quite general manner and is             

assumed to be adaptable by parameterization to a great diversity of               

fireplaces.  
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46.4 Experimental 

46.4.1 Installation of modified fireplaces 

For investigation of the effectivity of firing process control in view of the 

reduction of CO/HC emissions in real firing processes, meanwhile four 

different types of fireplaces were installed (Fig. 1.2). All fireplaces are 

from standard production lines but complemented by additional sensors 

and by a measurement and control setup which allows operation with the 

control system of the producer and alternatively with the own control             

algorithm under development. Both fireplaces under investigation 

(SF10SK and Vitolig 200) provide a water coat of the combustion             

chambers which  

 

Fig. 1.2. Arrangement of the firewood fireplaces used for the experiments. From 

right to left: Firewood central heater (Vitolig 200, Viessmann GmbH, Allendorf, 

Germany), firewood tiled stove (SF10SK, Brunner GmbH, Eggenfelden, Ger-

many), wood pellet fueled central heater (Pelletti II, Ritter Energie- und Umwelt-

technik GmbH, Karlsbad, Germany) and a firewood stove (Vision 7, Wodtke 

GmbH, Tübingen-Hirschau, Germany). The latter two fireplaces are reported 

elsewhere. 

is cooled via an external heat exchanger and allows to control the water 

bath temperature and to estimate heat flow using a heat current meter 

(Kundo System Technik, St. Georgen, Germany).  

To improve reproducibility the firing experiments with the SF10SK 

tiled stove were fueled with standardized briquets of pressed sawdust 

(Heizprofi BRIK, Köln) and the Vitolig 200 central heater was fueled with 

beech wood. Always the same amount (weight) of fuel and the same kind 

of stacking was used. 
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46.4.2  In situ gas sensorics and estimation of CO/HC emission 

In case of firewood combustion the residual oxygen concentration has to 

be controlled at excess air conditions at a Lambda-range 1.4≤λ≤2.5 [1], i.e. 

the use of a classical Nernst concentration cell as an oxygen probe is not 

advisable because sensitivity in this λ-range is low. A solid state                     

electrochemical sensor based on zirconium oxide is used which is a           

combination of a Nernst concentration cell with an electrochemical pump 

cell (MF010-O, Dittrich Elektronik GmbH, Baden-Baden) [8] and is             

operated dynamically at a constant temperature (700°C). The details of this 

noble oxygen sensor are described in [7]. 

For continuous in-situ monitoring of residual CO/HC(t) a non-Nernstian 

mixed potential gas sensor is used (Carbosen 1000, ESCUBE GmbH + 

Co. KG, Stuttgart) which is operated at constant temperature (T=640°C). 

The sensor signal is an Electromotive Force Voltage (EMF), which is a 

logarithmic function of the gas concentration ci of gas component i               

according to Eq. (1.1). 

iii
cbaEMF ln+=              (1.1) 

 

The EMF is generated by different gas components of the flue gas with 

different sensitivities bi due to individual non-equilibrium reactions and in 

addition the EMF depends on the oxygen partial pressure (p(O2)) because 

oxygen is involved in the potential generation process [9]. The calibration 

was rechecked from time to time in CO/synth. air mixtures using a gas 

mixing setup described elsewhere [10]. With respect to the high number of 

different gas components which occur in the flue gas of firewood              

combustion processes [11], the sensor signal calibrated in CO/synthetic                   

air-mixtures, however, would only represent a CO-equivalent                

concentration of incompletely combusted gas components. Although CO is 

the major gas component emitted, this, however, would yield quite                  

unrealistic gas concentrations because several HC gas components are             

detected with much higher sensitivities compared to CO. On account of 

this, a three-point calibration of the CO/HC-sensor was sampled at a firing 

experiment using a standard flue gas analyzer for referencing. This                 

calibration procedure is described in detail in [7]. It enables a rough                

estimation of CO/HC(t)-concentration from EMF-measurement during the 

firing process. By multiplication of CO/HC(t) with the sum of the air mass 

flows estimated by the air mass flow meters, the relative CO/HC gas          

emission CO/HCE(t) is calculated, which, of course, cannot represent                 

absolute values but gives a crude estimation of emissions when the               
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fireplace is operated with the firing process control under development in 

relation to the emissions at operation with the firing process control of the 

producer. 

46.4.3 Analysis of PM emission 

Particulate matter emission was estimated in two ways: First, according to 

VDI-DIN regulation No. 2066 the concentration of emitted PM (mg/m
3
) 

was determined gravimetrically by extraction of a part of the exhaust gas 

stream and collection of the PM in a filter. Second, the number of emitted 

particles per volume and their distribution over particle diameter in the  

 

 

 

 

 

 

 

 

Fig. 1.3. Firing process data from experiments on the SF10SK-tiled stove fireplace 

(average values from two experiments)  

a) with process control according to the own algorithm using CT(t), ROC(t) 

 and CO/HC(t) as input parameters, 

b) with the algorithm of the fireplace producer using CT(t) and the signal of 

 a TGS 823 gas sensor for process control.  

The coloured zones indicate the ignition (red), the high temperature (green) and 

the burn out (blue) combustion phase. 

range 10nm ≤ d ≤ 20µm was analyzed in time intervals of three minutes 

during the whole firing process using a Scanning Mobility Particle Sizer 

(SMPS) and an Aerodynamic Particle Sizer (APS, both TSI Inc., USA). 
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46.5 Results of the firing experiments 

46.5.1 Tiled stove fireplace 

The process parameters CT(t), ROC(t), CO/HC(t) and CO/HCE(t) are         

plotted over time together with the primary air flow shutter position 

PSP(t), the secondary air flow shutter position SSP(t) and the                 

corresponding air flow values PAF(t) and SAF(t) when the stove is              

operated with the last version of the algorithm developed in this work (Fig. 

1.3a) and with the control method of the fireplace producer (Fig. 1.3b). 

Comparison of the graphs shows that the control algorithms of PSP(t) and 

SSP(t) are completely different. According to the firing process developed 

in this work, this results in moderate air gas flows in the ignition and the 

high temperature phase, because PSP(t) is controlled at much lower                

opening values. In general, the PAF(t) and SAF(t) are better balanced to 

each other. They keep the heat current moderate but strong enough to              

enable post-combustion at high  

 

 

 

 

 

Fig.1.4. SMPS/APS-spectra of the particle size distributions                               

(given in concentrations) when using 

a) the new developed firing process control, 

b) the process control of the producer.  

enough CT(t) but the kinetics of combustion in the primary zone is                

controlled moderate to enable ROC(t) continuously >7% (λ>1,4) and to 

keep SAF(t) low, because this would cool down the CT(t). 

This advanced strategy of firing process control at moderate combustion 

kinetics results in lowering CO/HCE by about 20% and in reduction of the 

total PM emissions by about 33%. This latter value relates to total PM               

estimation in the high temperature combustion phase (CT>600°C).               

Correspondingly, a reduction of the total particle concentration from 

105mg/m
3
 to 80mg/m

3
 was estimated in this high temperature combustion 

phase when the combustion air flows were controlled with the algorithm 
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developed in this work. The results of the particulate matter analysis (Fig. 

1.4) demonstrate that in the ignition phase (red curve) the emission of the 

smaller particles (d<1000nm) is similar, however the reduced emissions of 

the bigger particles (d>1000nm) are evident. In the high temperature            

combustion phase (green curve) the emissions of particles in the whole 

size spectrum are significantly lower, except of the smallest (d<30nm). 

The PM emissions in the burn out phase, however, are lower at particle 

sizes d<100nm but higher in the range 100nm≤d≤500nm. 

46.5.2 Firewood central heater 

Corresponding investigations of firing process optimization were done at 

the firewood central heater by using the same control strategy as discussed 

above and adaptation of the control parameters by experiment. The data in 

Fig. 1.5a represent the final iteration of process optimization and are                  

presented in comparison to the data measured at process control of the 

producer (Fig. 1.4b), who only used CT(t) as input parameter for control. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.5. Overview of the averaged data of three firing experiments at the Vitolig 

200 central heater when operated with 

a) the new process control algorithms based on the input signals CT(t), 

 ROC(t) and CO/HC(t), 

b) with the process control of the producer based on CT(t) measured in the 

 flue channel downstream after the post-combustion chamber. 

With the new control algorithms the temperature of the firing process is 

kept very stable in a range 800°C≤CT(t)≤1000°C for a long period 

10min ≤ time ≤ 155min (Fig. 1.5a). In this high temperature phase of                   
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combustion (yellow and green period) the ROC(t) is controlled very stable 

in the range 6%≤ROC≤8% and correspondingly the CO/HC(t) are very 

low. At operation of the fireplace with the control system of the producer 

the PAF is set much higher from the very beginning of the batch firing 

process. This results in very fast rising CT to maximum values of about 

1100°C (Fig. 1.5b) but in a significantly shorter period of high temperature 

combustion (10min ≤ time ≤ 140min). In this high temperature combustion 

period the ROC is controlled quite unstable in the range 2%≤ROC≤7% and 

correspondingly repeated situations of combustion under oxygen defi-

ciency occur and hence much higher CO/HC(t) are measured.  

In the ignition (Fig. 1.5, red) and burn out (Fig. 1.5, blue) period both  

control strategies are not really successful. Obviously, efficient combus-

tion is impossible when CT falls below 800°C (blue). This is unusual and 

indicates too short retention time of the flue gas in the post-combustion 

zone due to not optimized combustion space geometry. Furthermore, the 

CO/HC sensor signals are often far beyond the calibration range (Fig. 1.5), 

i.e. CO/HCE(t)-calculation would not be reliable in these two phases of 

combustion. However, rough estimation of CO/HCE(t) during the inter-

mediate (yellow) and high temperature (green) phase gave a reduction of 

the total emissions by about 80% with the new control algorithms. 

 

 

 

 

 

Fig. 1.6. SMPS/APS-spectra of the particle concentrations distributed over particle 

diameters (averaged values of different phases of the combustion process) at firing 

process control 

a) with the new algorithms, 

b) according to the control system of the producer 

This substantial enhancement of the firing process quality leads also to a 

considerable reduction of the total PM emissions by about 63% related to 

the values achieved with the control system of the producer.                  

Correspondingly, the PM analysis (Fig. 1.6) confirms that the particle 

emissions in a wide range of the spectrum (except of the biggest particles, 

d>1000nm) are about one order of magnitude lower. 
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46.6 Conclusions 

The introduction of sensors for continuous monitoring of CT, ROC and 

CO/HC in the flue gas enables new control strategies of the combustion air 

flows which can effectively reduce the emissions of CO/HC and of PM as 

well. This was experimentally verified by continuous analysis of the             

emissions of a tiled stove and of a firewood central heater. The substantial 

enhancement of the combustion quality is quantified in the reduction of the 

CO/HCE of about 20% (tiled stove) and about 80% in the high                        

temperature phase of a central heater and the PM was drawn down by 

about 20% and 63%, respectively. 

Further reduction of the CO/HC-emissions is possible by enhancement 

of the combustion kinetics at rather low CT, especially in the ignition and 

the burn out phase. This needs integration of a catalytic converter as               

already demonstrated in a previous work. Optimization of the geometric 

structure of the catalyst and further reduction of the air flows may offer 

new ways to reduce toxic gas and PM emissions without application of 

secondary arrangements like filters. Experiments for investigation of these 

relationships were just started.  
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Abstract. This paper presents a scheme for Salt and Pepper noise 

reduction which can be applied with binary, gray scale, and color 

format of documents. The scheme combines the characteristics of an 

Applied kFill Algorithms and Median Filter by using window size 

of 3x3 and 5x5, depends on size of Salt and Pepper noise. The aim 

of this technique is to increase PSNR of picture images and improve 

the quality of the scanning documents for of an optical character 

recognition (OCR) system. The experimental results show that the 

proposed scheme can remove Salt and Pepper noise better than the 

used of Applied kFill Algorithms and Median Filter and can                  

improve the recognition accuracy of an optical character recognition 

(OCR) system. 

Keywords. Noise Reduction, Salt and Pepper Noise, Image                  

Processing, OCR, kFill Algorithm, Applied kFill. 

47.1 Introduction 

In the document processing, scanning is the first process to convert a paper 

document into image documents. The scanned images might be                      
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contaminated by additive noise and these low quality images will affect to 

the next step of document processing. Therefore, a pre-processing process 

is required to improve the quality of images before sending to next stages 

in the document processing [1][13]. The completeness of the input images 

also has affect with the accuracy of a character recognition system 

[9][10][11]. 

There are many kinds of noises in images. One additive noise 

called “Salt and Pepper Noise”, the black point and white point sprinkled 

all over image, typically looks like salt and pepper,  which can be found in 

almost documents. A document usually uses lightly background color to 

highlight text. The digitized result of these documents will generate a salt 

and pepper noise on the background. When closer inspection of many real 

document images, it can be found that salt and pepper noise components 

are in binary, gray scale and color images. 

Noise reduction is usually used in a pre-processing stage in image 

analysis process to improve the quality of images [2]. There are many 

methods proposed for removing salt and pepper noise such as kFill                  

Algorithm, Applied kFill Algorithm and Median Filter [3-5]. The kFill and 

Applied kFill Algorithms are capable to remove simultaneously both salt 

noise and pepper Noise. However, these methods can be used only on               

binary image. The Median Filter can be used to remove these noises on              

binary, gray scale and color image. However, this method requires a long 

computation time. This paper presents a scheme which is the combination 

of Applied kFill Algorithm and Median Filter Algorithm to remove this 

noise on binary, gray scale and color image, with considerably less                

blurring than Median Filter and preserving useful detail in the image. 

47.2 Related Works 

47.2.1 kFill Algorithm [3-5] 

The kFill filter is the scheme designed to reduce salt and pepper noise. For 

the text images which the information is in binary, salt and pepper noise is 

almost prevalent. This noise appears as isolated pixel or pixel regions of 

ON noise in OFF backgrounds or OFF noise (holes) within characters and 

other foreground ON regions. In this algorithm, black pixel is called ON 

while, white pixel is called OFF. The process of removing this noise called 

“Filling”. 

In this algorithm, a window size of k x k pixels is moved over an image 

in the raster-scan direction.  Inside the window, there are (k-2) x (k-2)             
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regions, called the core, and 4(k-1) pixels on the window perimeter, called 

the neighbourhood. The filling operation entail setting all values of the 

core to ON or OFF, depends on pixel values in the neighbourhood. The 

decision on whether or not to fill with ON (OFF) requires that all core val-

ues must be OFF (ON), depends on two variables, determined from the                

neighbourhood. For a fill-value equal to ON (OFF), the n variable is the 

number of ON-OFF pixel in the neighbourhood, and c is the number of 

connected group of ON-pixel in the neighbourhood [3][4]. 

47.2.2 Applied kFill Algorithm [3-5] 

In many real document images, salt and pepper noise components are             

frequently larger than one pixel. In such case, the window size larger than 

3x3 pixel should be used, and the kFill Algorithm will never fill the noise 

components smaller than the core size, The kFill Algorithm will not fill the 

core region neither with ON or with OFF, because all core pixel are not 

same value. In this algorithm, it fills the core with OFF when the majority 

of pixels are ON or when the majority of pixels are OFF. This method is 

fast and effective. It can remove noise of difference size and shape while 

maintaining the sharpness of the text and graphics components. However, 

the algorithm can be used only on binary images. 

47.2.3 Median Filter [2][6] 

The median filter is a non-linear digital filtering technique, often used to 

remove noise from images or other signals. The idea is to examine a             

sample of the input and decide if it is representative of the signal. This is 

performed using a window consisting of an odd number of samples. The 

values in the window are sorted into numerical order; the median value, 

the sample in the center of the window, is selected as the output. The             

oldest sample is discarded, a new sample acquired, and the calculation             

repeats. Median filtering is a common step in image processing. It is 

particularly useful to reduce speckle noise and salt and pepper noise. Its 

edge-preserving nature makes it useful in cases where edge blurring is 

undesirable. 
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47.3   The Proposed Algorithm  

The proposed algorithm is the extension of the author’s work [8][12] to 

remove salt and pepper Noise on binary, gray scale and color images. In 

this algorithm, black pixel is defined as ON, white pixel as OFF and k as 

windows size, like that used in kFill algorithm. The steps of the algorithm 

are as the following: 

 

• Count ON or OFF pixels of the core ((k-2)*(k-2)). 

• If the numbers of ON or OFF pixels of the core are more than a half of 

all pixels in the core (((k-2)
2
/2)+1). The decision is to fill the core with 

the median of pixel values from the core and the surrounding 

neighborhood. 

• If the numbers of ON or OFF pixels of the core are less than a half of all 

pixels in the core (((k-2)
2
/2)+1). The decision is to fill the core with the 

median of pixel values from the core. 

• If all pixels in the core are not ON or OFF then fill the core with the 

original pixels values.  

 

The flowchart of proposed algorithm is shown in the Fig. 1. 

 
Fig. 1: Flowchart of the proposed algorithm 
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47.4   Peak signal-to-noise ratio [7] 

The PSNR is most commonly used method to measure quality of               

reconstructed images. The calculation of the method is based on the mean 

squared error (MSE) which is defined as: 

 
 

Where I(i,j) is original image, K(i,j) is the approximated version and m, n 

are the dimension of image. The PSNR is defined as: 

 

 

Here, MAXi is the maximum possible pixel value of the image. For color 

images with three RGB values per pixel, the definition of PSNR is the 

same except the MSE is the sum over all squared value differences divided 

by image size and by three. Typical values for the PSNR in lossy image 

are between 30 and 50 dB, where higher is better. 

47.5    Experimental results 

The proposed algorithm is implemented and tested with 10 color images 

and 10 gray scale images which download from image database website. 

In the experiments, each image was added with salt and pepper noise with 

probabilities from 5% to 30%. Then, each image was tested by using             

window size of 3 x 3 and 5 x 5. The experimental results of the proposed 

are compared with kFill Algorithm, Applied kFill Algorithm, Median             

Filter algorithm. Some of the experiment results of the tested color and 

gray scale images are shown in Fig. 2 and Fig. 3, respectively. 

The comparison graphs of PSNR of the proposed scheme with 

other methods are also shown on Fig. 4 and Fig. 5. 
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(a) An original color image (b) with Salt and Pepper Noise20% 

    

(c) after kFill Al-

gorithm 3x3 

(d) after Applied 

kFill 3x3 

(e) after Median 

Filter   3x3 

(f) after proposed 

algorithm 3x3 

    

g) After kFill Al-

gorithm 5x5 

(h) After Applied 

kFill  5x5 

(i) After Median 

Filter   5x5 

(j) After Proposed 

Algorithm 5x5 

Fig. 2. The Results of color image of a window size of 3x3 and 5x5 

  

(a) An original gray level image (b) with Salt and Pepper Noise20% 

    

c) After kFill 
Algorithm 3x3  

(d) After Ap-
plied kFill 3x3 

(e) After Median 
Filter   3x3 

(f) After Pro-
posed Algo-

rithm 3x3 

    

(g) After kFill 

Algorithm 5x5 

(h) After Ap-

plied kFill 5x5 

(i) After Median 

Filter 5x5 

(j) After Pro-

posed Algo-
rithm 5x5 

Fig. 3. The Results of gray scale image of a window size of 5x5 
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Fig. 4.  The graph of PSNR for gray scale images 
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a) Window size of 3x3 

 

0.00

5.00

10.00

15.00

20.00

25.00

5% 10% 15% 20% 25% 30%

Noise Probabilities

P
S
N
R
  
(D
b
)

Without noise reduction

kFill A lgorithm

Applied kFill A lgorithm

Median Filter  

Proposed A lgorithm 

 
   b) Window size of 5x5 

Fig. 5. The graph of PSNR of color images 

 

The proposed scheme is also tested with 24 documents. These documents 

are scanned with the resolution of 300 x 300 dpi. In the experiments, salt 

and pepper noise are added to these image documents with a variety                

probability from 5% to 30%. The results of the experiments comparison of 

the use of a window size of 3 x 3 and 5 x 5 and depends on size of noise 

with Median Filter, kFill Algorithm, Applied kFill Algorithm and               

proposed algorithm. The experimental results are used for input of two 

commercials OCR software in Thai language namely: ThaiOCR version 

1.5 and ArnThai version 1.0. Both of window size 3x3 and 5x5. The        

comparison of the effectiveness of the proposed scheme with other              

methods is also shown in Fig. 6. 
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Fig. 6. The comparison of the proposed scheme with other methods 

47.6    Conclusion and discussion 

This paper presents algorithms for salt and pepper noise reduction in image 

documents. This scheme is a combination of Median Filter and Applied 

kFill Algorithm. This proposed algorithm can remove these noises of any 

size that are smaller than the size of document objects. This method is fast 

and can be used effectively on binary, gray scale and color image, with 

considerably less blurring than another method and preserving useful detail 

in the image. The experiment results show that this proposed scheme can 

significantly increase PSNR of color and gray scale images. It can be used 

to remove noise in difference sizes that depends on the amount of noise. 

The experimental results also show that this proposed scheme can               

significantly improve the results of recognition rate of commercially           

available OCR software. 
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Abstract. The Paper describes a modeling and solution approach 

based on discrete event simulation for dealing with passenger              

waiting time optimization problem inherent to the terminal airport 

planning process by the analysis of passenger flow, from entrance to 

boarding. The purpose of this research is to describe: why                

simulation is necessary to evaluate check – in and security controls; 

a simulation tools for check – in counters and security check points. 

The model built has a structure that helps to predict delay and to 

produce a logical and rational management of check-in and security 

checkpoint inside the airport terminal.  

Keywords. Decision support system, modeling, discrete event 

simulation and optimization, airport terminal analysis. 

48.1 Introduction 

An airport is an operational system comprising of a framework of               

infrastructures, facilities, personnel which collectively provide a service to 

a costumer. The overall experience of a passenger at an airport can be               

demanding and time consuming. Delays occur with parking, checking in, 

security screening, and boarding. The less time the costumer spends in the 

systems, the higher the satisfaction. However, at the same time, the airport 

is obliged to hold standards that the passengers must meet. These standards 

include proper identification, limited luggage weight, and safety                  

procedures at the security checkpoint [1]. Although passengers acknowl-

edge the need for increased security, delayed boarding, cancelled flights, 

long waiting time have created an environment of passenger dissatisfac-

tion. Therefore operational efficiency at an airport can have a direct impact 

Chapter 48 
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on safety, user and costumer satisfaction and also at the financial                

performance of the airport. 

In this respect there is a need for a decision support tool that will                  

address complex processes and adopt a quantitative view and system 

thinking approach for airport terminal system analysis.  

48.2 Problem formulation 

The terminal system can be decomposed into three functional areas              

representing activities related to the access interface, the process in which 

we have the main activities regarding the ticketing service, check-in               

passengers with its seats allocation, check-in baggage, inspection services 

and security control and the flight interface, where the passengers transfer 

from processing area to the aircraft. Most of the airports, especially those 

of large size, shows complex traffic and congestion problems, both as re-

gards the runways and parking areas (airside), both the airport where the 

public has access (landside). In most cases the reduced times are for trav-

elers synonymous of high quality, key element in developing a good busi-

ness image. For both reasons, therefore, is crucial for an airport during the 

years the infrastructure adaptation due to the increasing demand passen-

gers transportation.  

48.2.1 Boarding operations 

The main planned phases before the flight for departing passengers                  

essentially are three:  

1) The check-in operations at check-in desks, where the passenger              

delivers the baggage and receives the boarding pass;  

2) The transit at the security controls in order to proceed to the boarding 

halls with their hand baggage;  

3) The boarding operations on the aircraft: the passenger must be show at 

the boarding gate of his flight with a boarding pass and a valid identity 

document. Generally, passengers must have completed the check-in 

operations: for domestic flights at least 35 minutes before departure; 

for international flights to Europe at least 45 minutes before the flight; 

for intercontinental flights at least 60 minutes before the flight. 

Following the check-in the passenger, with boarding cards, valid identity 

document and hand luggage (weight and dimensions allowed by the               

company), passes through the expatriation controls and the metal detector 

where security operators perform a manual control on the person and on 
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the hand luggage ascertaining the absence of improper weapons, real or 

other dangerous objects. In recent years, airlines set up alternatives to the 

check-in desks thanks to the web check-in and telephone check-in, a real 

check-in procedure performed via internet.  

48.3 Overview of existing models and tools 

Airports and airport terminals are frequent topic areas for applying 

simulation. Recent research has reported on such topics as the check – in 

process, passenger flows and passenger boarding time. 

Many researchers have focused issues concerning the optimization of an 

airport terminal. In this section we show some of these works. The Nagoya 

University has conducted a simulation using the software Arena [2, 3, 4] 

on departing flow passengers from the International Kansai airport in Ja-

pan, in order to reduce the number of passengers, because of long waiting 

times in peak periods and because of unavoidable delays, they lose their 

flights [12]. Preliminary analysis on passengers waiting times showed that 

the total time spent by passengers in the airport: the 48% is spent moving 

from place to place within the terminal, the 25% is waiting and only the 

4% is doing formalities such as process acceptance, embarkation, and so 

forth. In addition, it has been found that the time spent at the check-in 

desks in waiting queue is more than 80% of total time before boarding. 

This output highlights that the check-in should be considered as the main 

bottleneck. The simulation was conducted considering the condition of 

congestion based on flight operations of a regular working day, usually       

adjusted on a number of 100 flights and boarding operations of 70%. In 

particular, it refers to the airline's “A” company which operates about 25% 

of all flights of the Japanese airport. The results of the simulation suggests 

that the number of passengers loosing their flights can be drastically                 

reduced by the addition of a staff supporting the standard working group, 

and by the use of check-in desks different for passengers class, such as 

tourists, business and first class. This is a solution already adopted by 

many carriers both Italian and International. The departing passengers flow 

at the Buffalo International Airport (Niagara) has been studied by                    

researchers from the Department of Industrial Engineering and Systems at 

the University of Buffalo [4]. Particular attention has been shown to the 

check-in process, considering that the waiting system times besides               

varying depending on week day and the time of the day, are function of 

different check-in available to passengers, the number of bags and the cho-

sen airline to fly. The purpose of this analysis is to obtain specific informa-



516      G. Guizzi, T. Murino, E. Romano 

tion on the experience of passengers at the airport to identify the                  

expectations and to create scenarios that will improve efficiency by in-

creasing the customers perceived quality. Researchers referring to the air-

line "Sudwest Airline" have inserted the data collected for a couple of 

months during Mondays, Fridays and Saturdays, in a simulation model, 

which confirmed that the inside check-in desk is one of the slower process 

and it has the longest waiting time. It has been found that removing the 

possibility of the inside check-in desk, the whole process is adjusted on a 

lower waiting time. In order to realize such a scenario would be expected 

to encourage customers with little experience to use the express kiosks, 

perhaps by placing agents in their vicinity in order to provide at least the 

first time a useful support to conduct the formalities. In addition, the Sud-

west Airline allows passengers using the online check-in to choose the seat 

on board the aircraft. It means that while substantially beneficial for trav-

elers without luggage, this check-in method is used also by tourists having 

baggage, and therefore later they will be forced to get in line of the inside 

check-in desks, since they would like to choose the seat. The simulated 

experiment shows that removing the option of seats allocating, the number 

of passengers using the online check-in significantly decreases. The                 

Department of Civil Engineering of Surabaya in Indonesia has studied the 

services congestion carried out in an airport terminal building on the                

concept of temporal blocks. Data on passengers flow will be collected in 

time intervals divided into blocks of time dependent on size of service av-

erage time. In particular, periods of 10 minutes are considered, convenient 

choice since distributions on the arrival of passengers provided by IATA 

are based on 10 minutes time intervals [13]. Obviously the method adopted 

is based on a simplified procedure that does not take into account the                

service time variability. The periods of long delays and excessive waiting 

times are highlighted through the graphical analysis. The model                 

optimization is based on system total cost minimization. The costs consid-

ered include the cost of space, the operating cost and the cost of uneasiness 

endured by passengers when the waiting time exceeded the tolerable limit. 

The inclusion of the cost of space makes this methodology an useful tool 

for estimating the optimum size of the check-in area. Interesting is also the 

work proposed by the School of Mathematics and Statistics Carleton Uni-

versity (Ontario, Canada), where a linear programming model minimizing 

the total work hours at the check-in ensuring a satisfactory customer ser-

vice level has been developed [11]. The output of this alternative method 

shows a significant performance improvement since it provides a shorter 

queues length, reduced waiting times and an increase in satisfied custom-

ers percentage. 
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48.4 The methodological approach 

The simulation of passengers flow within an airport terminal allows the 

detection of any critical issues that could arise in the real flow                  

management taking into account some key factors such as the traffic                

passenger volume and the type of the passengers themselves. All passen-

gers behave differently at the airport, and the experience is certainly a key 

factor in the performance of their actions, difficult to predict a priori.  

The development of a simulation model therefore helps us to infer and 

predict, taking into account the available capacity and the fact that the               

volume of passengers depends on day time and the week day, the different 

passenger behavior. This study is to develop a simulation model able of 

optimizing in a logical and rational management all check-in desks and      

security control inside the terminal 1 at Naples airport. The importance of 

this model lies in the ability to identify, at any time of the year and                  

depending on the airport traffic volume, the required number of check-in 

and at the same time adequate to perform the check-in operations in full 

compliance and regularity of the scheduled flights ensuring a satisfactory 

service level for departing travelers. The close correlation between the 

check-in operations and the security controls allows to obtain in the same 

way the number of the security control accesses to be made operational 

during the referred period. Building the model is equivalent to virtually            

retrace the journey made by departing passengers studying the issues and 

highlighting all the available alternatives [7]. To fully clarify the issue we 

must know the number of check-in and the available security control 

checkpoints: these number are 56 and 12. The airlines that operate more 

flights simultaneously adopt the solution of the common check-in (as the 

case of AIRONE company in our study), in which passengers on same 

company flights may be served on any desk regardless destination. Other 

companies like Air France arranges passengers to many queues as much 

available desks. This clarification is crucial for an easier understanding of 

the logical model described in the next paragraph. 

48.5 Model Architecture 

48.5.1 Development of logical Model 

It’s possible to think in terms of modular system, developing model 

through by sub models that make cleaner the understanding and allow for 
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easier management of the whole. Three used sub models to represent 

whole system are: passengers generation; check-in and security control sub 

models. 

In particular we considered appropriate to divide the acceptance process 

depending on the type of servicing check-in: common desks and dedicated 

desks. 

48.5.1.1 Passengers generation 

Generated entities, represent the arrived passengers in the queue to 

check-in desks waiting to be processed, are suddenly separated by a              

decisional module, that is responsible for considering both types of                 

check-in previously defined: common check-in maintained by a single 

line, and acceptance at dedicated desks, where it creates queue for each 

desk. In the assignment module, we define all the attributes (except lug-

gage) with the respective probabilities, relieved by sample data, (common 

or dedicated, tourists or business, number of passengers groups), and used 

resources in model (check-in desks and security facilities). 

48.5.1.2 Airlines that used common desks and airlines that 
used dedicated desks 

Usually airlines dedicate a desk exclusively for business class ( and first 

class) passengers. Moreover, the behavior of the latter differ not just from 

the common travelers. It’s essential, therefore, to split business class from 

tourists class. It’s assumed that business passengers are individual                       

passengers, while those in the tourist category, it can assume that the same 

may occur in groups of 2, 3 or 4 people. For business class passengers, we 

have considered only the idea of having or not a single luggage, suffi-

ciently representative of reality. 

48.5.1.3 Check-in 

We must distinguish common check-in from dedicated one. For                

common check-in event, we suppose to have at disposal desks, one of 

whom (nth), saved for business class passengers: obviously in case there 

aren’t present business passengers, the n desks can be used to serve              

tourists, although desk’s priority is always assigned to the first type of pas-

sengers. Two queues form: one of business near the n desk and a unique 

queue of tourist, assignable to (n-1) of n desks of acceptance. It’s thought 
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to simulate a occupation of a desk by a binary signal: supposing to label 

with value 1 free state of desk and with value 0 the occupied one. The             

decision-making form, that governs the wait can be represented in this 

way: at the beginning, all desks are free and so for each of them the attrib-

ute assumes value 1. Therefore, there is an equiprobability of choice 

among the n desks. In this initial phase, the passenger is forwarded to one 

of available desks, taking up it for a time equal to the servicing time, func-

tion of passenger type, of possibility that the passenger arrives in group, 

and of the number of luggage. During this time, the state of the occupied 

desk is changed in value 0. At the end of the process, the resource assumes 

again value 1, so the first user in queue can be finally served. For dedi-

cated desks we have modeled a different situation: arrived at the terminal 

and singled on the monitor the desks available for his own fly, the passen-

ger queues up there where the number of users in wait is lower. In this 

situation there will be more queues, one of which is always dedicated to 

business class. When all resources (check-in desks) are occupied, it’s pos-

sible to manage the arrive of the other users with functional blocks that 

simulate the accumulation of entities (queue blocks). These entities will be 

retained until eventuality that at least a resource unblock itself. To simulate 

the event to check-in by telephone o via web too, we consider a new gen-

eration of passengers that check-in on line. 

48.5.1.4 Security Control 

Differently from since happens during the check in procedure, security 

controls are made one by one for each passenger, so groups that form             

during first sub model, are now separated. The entities are so doubled by 

some blocks of division in function of belonging groups. Depending on 

available time before time of departure, not all decides to go to, immedi-

ately, the security control; someone, in fact, decide to utilize remaining 

time visiting commercial galleries, working at pc, reading a book, etc. For 

this reason, we delay the event that the security control is referred. The 

queue near security control checkpoint is managed at just as common 

check-in, in other words only one queue for much more available               

checkpoint.  

48.5.2 Simulation model 

The passenger traffic flow at the airport is a discrete stochastic process. 

The simulation of discrete event [9, 15] is often used to model systems 
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characterized by complex processes, combined with infrastructure at               

limited capacity. The airports are therefore ideal places to work with 

simulations having these features. The software used for the case study of 

our study is Rockwell Arena [2, 3, 4, 5]. The simulation has been 

developed in sub models allowing to obtain all advantages inherent to a 

modular system representation. 

 

 

Fig. 1.1. Model representation in Arena Environment 

48.6 Costs optimization and evolving scenarios 

The results obtained through Arena provide queue average values and 

waiting times as well as the related minimum and maximum peaks in              

relation to the number of resources left open in the model [8, 10, 11, 14]. 

Next phase is to optimize the model, and then to figure out the check-in 

desks and security control checkpoints best combination able to minimize 

costs. In order to achieve this goal it is necessary to define an objective 

function. Besides to consider the closing operating costs of each check-in 

desk and each security control checkpoints we took into account the in-

convenience cost suffered from the traveler when the number of users in 

queue coming before(or just the same the waiting time) overcomes the 

limit considered tolerable. Thus the expression of the function cost is:  

 

∑iC1xi + ∑jC2yj + C3Max(NmqueueA-Nt, 0) + C4Max(NmqueueBd-Nt, 0)+ C5Max 

[ ∑k(NmqueueK-Nt, 0)] + C4Max(Nmqueuebus-Nt, 0) + C5Max(NmqueueT-Nt, 0) 
(1.1) 

 

where x is the check-in desks, and y the security control checkpoint, Nm 

the average number of users in queue, and Nt the maximum number of            

users assumed tolerable and k is the number of check-in desks open only 

for tourist. 
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Table 1.1 Cost headings of resources  

C1=12.5€ Cost of opening for single desk 

C2=10€ Cost of opening for single security control checkpoint

C3=20€ Cost of inconvenience at security checkpoints 

C4=15€ Cost of inconvenience at check-in for business 

C5=10€ Cost of inconvenience at check-in for tourist 

 

By OptQuest in Arena, starting from a first solution hypothesis the best 

solution has been identified in order to optimize, and then in our study, to 

minimize the function cost. Let start from the first considered scenario: 6 

security control checkpoints and 8 check in counters. 

 

  

Fig. 1.2 Cost trend for first (left) and second (right) optimization 

To deduce from Fig. 1.2 OptQuest provides as best solution the opening 

of all security control checkpoints and the closing of two check-in. This 

solution is characterized from a cost of 306,011. The same procedure has 

been carried out for a second scenario, adding 2 checkpoints for a total of 

8. The optimal solution, for the input model data is the opening of 6       

check-in desks and 6 security control checkpoints having a cost of 

214,043. In the considered time period during the data analysis, therefore, 

it is possible to hypothesize a solution with opening 6 out of 8 check-in 

desks and opening 6 out of 7 security control checkpoints. This solution al-

lows to realize a right trade-off between costs and offered service levels. 

48.7 Conclusion 

The results obtained through Arena provide queue average values and 

waiting times as well as the related minimum and maximum peaks in               

relation to the number of resources left open in the model. It is possible to 

affirm that the proposed study, verified through a case study, even if robust 

for the vast amount of experimental used data, need to be reviewed during 

the verification of function cost and independent variables phenomenon     
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relations (DOE analysis). Such approach, with the last proposed step, can 

be considered applicable to the different airport realities defining a general 

model able to provide an useful decision support for the design field, for 

airport terminal layout study, and the management field optimizing the 

available resources in function of demand variation. 
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Abstract. The object of this paper is the design of a new transport 

pipe flow control system through the adjustment of the speed of the 

centrifugal pump. The novelty of this type of flow control system is 

that the induction motor speed control system is a sensorless one, 
using as a flux and speed estimator a new type of observer,             

suggestively called “Extended Gopinath Observer”. 

Keywords. Extended Gopinath Observer, Sensorless Control, Flow 

Control, Centrifugal Pumps. 

49.1 Introduction 

This paper presents a new flux and rotor speed observer [5] called an            
Extended Gopinath Observer (EGO). The design of the EGO observer is 

done based on an adaptive mechanism using the notion of Popov                
hyperstability [3]. 

2 

1 

 3   1 2 4  5 

5 

3 

4 
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Thus, this type of observer is included in the estimation methods based 

on an adaptation mechanism, along with the Extended Luenberger               
Observer (ELO) proposed by Kubota [2] and the Model Adaptive System 

(MRAS) observer proposed by Schauder [1]. 
This type of speed control system is used in the second part of the paper 

in the design of a pipe flow control system. 

49.2 Problem formulation 

The equations that define the rotor flux Gopinath observer are [5]: 

* * * *

s s s sa b 12 11r

* *

s s s21 22r r

d
ˆi a i a i a b u

dt

d d d
ˆ ˆa i a g i i

dt dt dt

 = ⋅ + ⋅ + ⋅ψ + ⋅


  ψ = ⋅ + ⋅ψ + ⋅ −   

ɵ ɵ

ɵ

 
(2.1) 

where: 
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. 

    In the relations above, are marked with “*” the identified electrical sizes 
of the induction motor. 

The block diagram of the Extended Gopinath Observer (EGO) is        

presented in figure 1.1. 
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Fig. 2.1. The Principle Schematic of the EGO 

The essential element in the stability of the Gopinath flux observer is the 
g gain, which is a complex number in the following form: 

a bg g j g= + ⋅
 

(2.2) 

In order to design this type of estimator we need to position the              
estimator’s poles in the left Nyquist plane so that the estimator’s stability 

is assured.  
The expressions ga and gb after the pole positioning are [5]: 

( ) ( ) ( ) ( )

** *
31 p r31 33

a b2 22 2* *

33 p r 33 p r

a za a
g ;g

a z a z

⋅ ⋅ω⋅
= − =

+ ⋅ω + ⋅ω
 

 

(2.3) 

In these conditions the Gopinath rotor flux observer is completely            
determined. 

Next, in order to determine the adaptation mechanism used to estimate 
the rotor speed, we will consider as a reference model the „stator              
curents - rotor fluxes” model of the induction engine and as an ajustable 

model, the model of the Gopinath rotor flux observer. The equations           
mentioned above written under the input-state-output canonic form are: 

• Reference model: 

d d
x A x B u; y C x

dt dt
= ⋅ + ⋅ = ⋅  

(2.4) 

• Ajustable model: 

� ( )1

d d
ˆ ˆ ˆ ˆ ˆx A x A x B u G y y ; y C x

dt dt
= ⋅ + ⋅ + ⋅ + ⋅ − = ⋅ɶ  

(2.5) 

where: 
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11 12

21 22

a a
A

a a

 
=  

 
; �

* *

a 12

*

22

a a
A

0 a

 
=  

 
;

*

b

1 *

21

a 0
A

a 0

 
=  

 
; �

0
G

g

 
=  

 
;

s

r

i
x

 
=  ψ 

; 

ɵ

�

s

r

i
x

 
 =
 ψ 

ɵ
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11b
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=  

 
; [ ]C 1 0=  

In the above relations we marked with „~” the Gopinath estimator’s ma-

trices which are dependent upon the rotor speed, which in turn needs to be 
estimated based on the adaptation mechanism. 

Next, in order to determine the expression that defines the adaptation 
mechanism we will assume that the identified electric sizes are identical 
with the real electric sizes of the induction engine. 

In other words: *

ij ija a ;i, j 1,2= =  and *

11 11b b= . 

In order to build the adaptive mechanism, for start we will calculate the 

estimation error given by the difference: 

ˆe x xx = −  
(2.6) 

Derivation the relation (2.6) in relation with time and by using the               

relations (2.4) and (2.5) the relation (2.6) becomes: 

( ) � ɵ �
1

d d
e A A x A x G C ex x

dt dt
= − ⋅ − ⋅ − ⋅ ⋅

 

(2.7) 

If the determinant, �( )2det I G C 0+ ⋅ ≠ , then it exists a unique inverse 

matrix �( ) 1

2M I G C
−

= + ⋅ so that the expression (2.7) can be written like 

this: 

( ) �( ) ɵ1 1

d
e M A A e M A A A xx x

dt
= ⋅ − ⋅ + ⋅ − − ⋅

 

(2.8) 

Equation (2.8) describes a linear system defined by the term 

( )1M A A ex⋅ − ⋅  in inverse connection with a non linear system defined by 

the term ( )yeΦ  which receives at input the error y xe C e= ⋅  between the 

models and has at the output the term: 

�( ) ɵ1M A A A xρ = − ⋅ − − ⋅
 

(2.9) 
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    The block diagram of the system that describes the dynamic evolution of 

the error between the state of the reference model and the state of the             
adjustable model is presented in figure 2.2: 

 

Fig. 2.2. The block diagram of the system that describes the dynamic evolution of 

the error between the state of the reference model and the state of the adjustable 

model. 

    As one may notice, this problem is frequently treated in the literature of 

the non-linear systems, being exactly the configuration of the Lure                
problem, and of one of the problems treated by Popov. 

    Considering, according to the Popov terminology, the non-linear block 

described by ( )eyΦ  the integral input- output index associated to it is: 

( ) ( ) ( )1t T

0 1 y
0

t , t Re e t t dt η = ⋅ρ  ∫
 

(2.10) 

    In order for block to be hyper-stable a necessary condition is: 

( ) ( ) ( ) ( )1t T 2

1 y
0

0, t Re e t t dt 0 η = ⋅ρ ≥ −γ  ∫
 

(2.11) 

for any input-output combination and where ( )0γ  is a positive constant.  

In the above relation we marked with T

ye  the following expression: 

T
yye e 0 =    

(2.12) 

    Obtained in order to keep the compatibility between the input and output 

dimensions, and ye  represents the conjugate of the complex variable ye . 

Under these circumstances, using the relation (2.9) the expression (2.11) 

becomes: 

( ) ( ) �( ) � ( )1t T 2

1 y 1
0

0,t Re e t M A A A xdt 0 η =− ⋅ ⋅ − − ⋅ ≥−γ  ∫
 

(2.13) 
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    Next we assume that the error �( )1M A A A⋅ − −  is determined only by 

the rotor speed of the induction machine. In this case we may write: 

�( ) �( )r1 r erM A A A A⋅ − − = ω −ω ⋅
 

(2.14) 

where:                  ( )
14 p

er

p 14

0 j a z
A

0 j z 1 a g

− ⋅ ⋅ 
=  

⋅ ⋅ + ⋅  
. 

For any positive derivable f function we can demonstrate the following 

inequality: 

( )1t 21
1

0

Kdf
K f dt f 0

dt 2

 ⋅ ⋅ ≥ − ⋅ 
 ∫

 

(2.15) 

    On the other hand, using the relation (2.14), the expression (2.13)       

becomes: 

( ) ( ) ɵ �( ){ } ( )1t T 2
r1 y er r

0
0,t Re e t A x dt 0 η =− ⋅ ⋅ ⋅ ω −ω ≥−γ

 ∫
 

(2.16) 

    By combining the relations (2.15) and (2.16) we can write the following 
relations: 

� ( )T
rr y er 1

df
ˆf ; Re e A x K

dt
= ω −ω − ⋅ ⋅ = ⋅  

(2.17) 

    Because 1K  is a constant and then, in case of a slower rω  parameter 

variation related to the adaptive law, we can write: 

� ( )T
r i y er

ˆk Re e A x dtω = ⋅ ⋅ ⋅∫
 

(2.18) 

    After replacing the variables that define the above expression (2.18) and 

taking into account the arbitrary nature of the iK  positive constant we    

obtain: 

� � �( )r qr dri yd yqk e e dtω = ⋅ ⋅ψ − ⋅ψ∫
 

(2.19) 

where dsyd dse i i= − ɵ  and qsyq qse i i= − ɵ . 

    Sometimes, instead of the adaptation law (2.19) we can use the           
following form: 
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� � �( ) � �( )r qr dr qr drR yd yq i yd yqK e e k e e dtω = ⋅ψ − ⋅ψ + ⋅ ⋅ψ − ⋅ψ∫
 

(2.20) 

    From the above relation we ca observe that a new proportional                  

component appears from the desire to have 2 coefficients that can control 
the speed estimation dynamics. This fact isn’t always necessary because 

we can obtain very good results by using only expression (2.19). 
Thus expression (2.20) represents the general formula of the adaptation 

mechanism where RK  represents the proportionality constant 

and i R RK K T= ; where RT  represents the integration time of the              

proportional-integral regulator that defines the adaptation mechanism.  

49.3 The mathematical description of the vector control 
system 

The block diagram of the control system of the mechanical angular speed 

rω  of the induction engine with a discreet orientation after the rotor flux 

(DFOC) is presented in figure 3.1. 

 

Fig. 3.1 The block diagram of the DFOC vector control system which contains an 

EGO loop. [5] 

    In fig. 3.1 were  marked with B1 the control block of the speed control 
system with direct orientation after the rotor flux (DFCO) and with B2 the 
extended Gopinath estimator block (EGO).  

    Some of the equations that define the vector control system are given by 
the elements which compose the field orientation block and consist of: 

• stator tensions decoupling block (C1Us): 
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(3.1) 

• PI flux controller (PI_ψ) defined by the Kψ  proportionality constant and 

the Tψ  integration time: 

( )
r

6
r r ds 6 r r

Kdx
;i x K

dt T

ψ∗ ∗ ∗
λ ψ

ψ

= ψ − ψ = ⋅ + ⋅ ψ − ψ  
 

(3.2) 

• couple PI controller (PI_Me) defined by the MK  proportionality 

constant and the MT  integration time: 

( )
r

7 M
e e qs 7 M e e

M

dx K
M M ;i x K M M

dt T

∗ ∗ ∗
λ= − = ⋅ + ⋅ −  

 

(3.3) 

• Flux analyzer (AF): 

� �
� �2 2 qr dr

dr qrr r r

r r

;sin ; cos
ψ ψ

ψ = ψ + ψ λ = λ =
ψ ψ

 
(3.4) 

• current PI controller (PI_I)  defined by the iK  proportionality constant 

and the iT  integration time: 

( )r r
r r r

9 i
ds dsds ds 9 i ds

i

dx K
i i ;v x K i i

dt T

∗ ∗ ∗
λ λλ λ λ= − = ⋅ + ⋅ −ɵ ɵ  

(3.5) 

( )r r
r r r

10 i
qs qsqs qs 10 i qs

i

dx K
i i ;v x K i i

dt T

∗ ∗ ∗
λ λλ λ λ= − = ⋅ + ⋅ −ɵ ɵ  

(3.6) 

• The calculate of the couple block (C1Me): 

rqse a rM K i λ= ⋅ ψ ⋅ɵ
 

(3.7) 

where: m
a p

r

L3
K z

2 L

∗

∗
= ⋅ ⋅ ; pz  is the pole pairs number. 

In these conditions the vector control system is completely defined. 
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49.4 Pipe flow control system design 

The flow control system based on the modification of the speed of the    
centrifugal pump is presented in figure 4.1. 
 

 
Fig. 4.1.  Conventional representation o a flow control 
 
    The following notations were used in figure 4.1: 

• TD - flow transducer 

• SPC -centrifugal pump 

• L - the length of the pipe, from the pump to the flow transducer 

• D - the interior diameter of the pipe 

• P∆ - the pressure drop on the length L of the pipe 

• F - inlet flow of the oil 

• F* - prescribed flow for the control system 

• PI FLOW - integral proportional type flow regulator 

• DFOC SPEED - speed control system presented in figure 2.2. 

 
    One of the main problems in the practical implementation of a speed 

control system for an induction motor is the controller tuning.  
    In present, the controllers tuning of the induction motors speed control 
systems is made only through experimental methods, and the time                

allocated for this type of tests is a really long one.  
    The paper deals with the analytical tuning controllers through the 

method of repartition of zeros - poles and the symmetry criteria and             
module Kessler instance. [5]  

     Therefore, for the regulators composing block B2 of the speed control 
system the following analytical adjustment formulas are used. 

• Current controller: 

i *

11

1
T

a
= − ; i * *

11 d1

1
K

b T
=

⋅
 

(4.1) 

• Flux controller: 
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*

rT Tψ = ;
*
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* *
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T
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2 L T
ψ =

⋅ ⋅
 

(4.2) 

• Couple controller: 

*

M d1T T= ;

*T
d1K

M * *K Ta r d2

=
⋅ ψ ⋅

 

(4.3) 

• Speed controller: 

( )2

4

*

4 d2
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K

2 K T
ω

⋅ + ρ
=

⋅ ⋅
;

( )
( )

* 2

d2

3

T 1
T 4

1
ω

⋅ + ρ
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+ ρ
;

*

d2

4

T

T
ρ =  

(4.4) 

where:                        4

1
K

F
=  and 4

J
T

F
= .  

    In the above mentioned formulas, 
*

1dT  and 
*

2dT  are two time constancies 
imposed considering they need to respect the following conditions: 

* *

d1 rT T< ; *

d2 4T T≪  and * *

d2 d1T T>  (4.5) 

 
The proportion and integration coefficients of the PI controller of the 

adapting mechanism of the Extended Gopinath Observer are determined 
using the linear equation of the estimation error (2.8).  

The linearization of the relation defining the estimation error is made 

using an orthogonal benchmark 
r rd qλ − λ  related to the rotor flux module.       

Therefore the linear relation of the estimation error is the following: 

a b

d
e M e M u

dt
∆ = ⋅∆ + ⋅∆

 

(4.6) 

where: 
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1 2 3e e e e∆ = ∆ ∆ ∆ . 
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    Considering an identical method, the error: 

( ) ( ) � ( ) ( ) � ( )qr dr1 2t e t t e t tε = ⋅ψ − ⋅ψ
 

(4.7) 

    Following the linearization in an orthogonal benchmark r rd qλ − λ                

related to the rotor flux, it becomes: 

*

r 2e∆ε = −ψ ⋅∆  
(4.8) 

    The following equalities have been considered realised when obtaining 

the previously mentioned linear expressions: 

ds0ds0i i= ɵ ; qs0qs0i i= ɵ ; � *

dr0dr0 rψ = ψ = ψ ; �
qr0qr0ψ = ψ ; �

r0r0ω = ω    (4.9) 

    Relation (4.8) may be written: 

eC e∆ε = ⋅∆  
(4.10) 

where: *

e rC 0 0 = −ψ  . 

    Therefore, based on relations (4.6) and (4.10) after having applied the 
Laplace Transformer in initial null conditions, the following transfer              

function is obtained: 

( ) ( )
( )

( ) 1

e e 3 a b

s
G s C s I M M

u s

−∆ε
= = ⋅ ⋅ − ⋅

∆
 

(4.11) 

    Relation (4.11) may also be written: 

( )
2

1 0
e u 3 2

2 1 0

s h s h
G s K

s s s

+ ⋅ +
= ⋅

+ α ⋅ + α ⋅ + α
 

(4.12) 

where: 

( )2
*

u p 14 rK z a= ⋅ ⋅ ψ ; ( )1 33 a a 13h a a g a= − + − ⋅ ; 0 a 33 13 b r0h a a a g λ= ⋅ − ⋅ ⋅ω ; 2 a 13 33 ag a a 2 aα = ⋅ − − ⋅ ; 

2 2

1 r0 a 33 a a a 132 a a a a g aλα = ω + ⋅ ⋅ + − ⋅ ⋅ ; 

( )2 2

0 r0 a 13 33 a 33 r0 13 b ag a a a a a g aλ λα = ω ⋅ ⋅ − − ⋅ + ω ⋅ ⋅ ⋅  

    Therefore, the block diagram of the estimated speed controll system is 
presented in figure 4.2. 
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Fig. 4.2.  Control system used for speed estimation 

 
Considering the previously presented facts, the transfer function of the 

open system is: 

( )
( )
3 2

2 1 0
d R u 3 2

2 1 0

s m s m s m
G s k K

s s s s
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(4.13) 

where: R 1
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T h 1
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T h h
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⋅ +
= ; 0

0

R

h
m

T
= . 

Considering the relation (4.13) the following expression will be imposed 

for the determination of the proportionality coefficient of PI regulator 
composing the adaption mechanism: 

R

u d1

1
k

K T
=

⋅
 

(4.14) 

where:       ( )2
*

u p 14 rK z a= ⋅ ⋅ ψ .  

On the other hand, for the selection of the time constant of the               
controller, the transfer function of the closed system will be presented       
considering relation (4.15) defining the transfer function of the open             

system. 

( )
3 2

2 1 0
0 R u 4 3 2

3 2 1 0

s m s m s m
G s k K

s n s n s n s n

+ ⋅ + ⋅ +
= ⋅ ⋅

+ ⋅ + ⋅ + ⋅ +
 

(4.15) 

where:  3 2 R un k K=α + ⋅ ; 2 1 R u 2n k K m=α + ⋅ ⋅ ; 

1 0 R u 1n k K m= α + ⋅ ⋅ ; 0 R u 0n k K m= ⋅ ⋅ . 

It has been observed that for a time constancy: 

r
R

T
T

2
=

 

(4.16) 

considering the transfer function (4.15), the poles and zeros of the transfer 
function (4.15) are found in the left Nyquist plane. 

In order to highlight the previously presented facts in figure 4.3 the 
graphic representation of the poles of the transfer function (4.15) will be 
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made for an induction machine fitted with a centrifugal pump. The poles of 

the transfer function (4.15) are obtained both in a motor operation regime 
as well as in a recuperative break regime. 

Another important and difficult problem in the design of a pipe flow 
control system is the tuning of the flow controller. 

For the tuning of this type of controller, in the beginning, the transfer 

matrix of the speed control system presented in figure 3.1 will be deter-
mined. Therefore, all the equations defining the control system in an 

r rd qλ − λ  axis system related to the rotor flux module of the induction         

motor will be reported. 
       

 

Fig. 4.3.  The transfer function poles (4.13) of Extended Gopinath Observer 

    Following the report of the applications defining the speed control             
system model, a system of differential equations is obtained: 

( )dx
f x,u

dt
=

 

(4.17) 
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In relation (4.18), the x vector will have 14 components. This vector is: 

[ ]
1,14=

=
T

i i
x x

 

(4.18) 

where: 
r1 dsx i λ= ;

r2 qsx i λ= ;
r3 drx i λ= ;

r4 qrx i λ= ; 

          5 rx = ω ;
rds11x i λ= ɵ ;

rqs12x i λ= ɵ ; �
rdr13x λ= ψ . 

The firs 5 components of the vector correspond to the model of stator 
currents-rotor currents of the induction motor. The other elements of             

vector (4.18) are given by the state variables of the automated controllers 
as well as by the state variables of EGO estimator composing the system 
presented in figure 2.2. 

The input vector u of expression (44) is: 

[ ]T

1 2 3u u u u=  (4.19) 

where: *

1 ru = ω  ; *

2 ru = ψ ; 3 ru M= . 

    The expression of the vector function of the mathematical model (4.17) 

is: 

[ ]Ti i 1,14
f f

=
=  (4.20) 

where: 

1 11 1 r 12 p 5 2 13 3 14 p 5 4 11 1f x ( z x )x x z x x gλ= α + ω +α + α +α +β  

2 r 12 p 5 1 11 2 14 p 5 3 13 4 11 2f ( z x )x x z x x x gλ= − ω + α +α −α +α +β

3 31 1 32 p 5 2 33 3 r 34 p 5 4 31 1f x z x x x ( z x )x gλ= α −α + α + ω −α +β

4 32 p 5 1 31 2 r 34 p 5 3 33 4 31 2f z x x x ( z x )x x gλ= α + α − ω −α +α +β

5 m1 3 2 4 1 m2 5 m3 3f K (x x x x ) K x K u= − − −  

6 2 13f u x= −  

( )7 8 1 3 a 13 12

K
f x K u g K x x

T

ω
ω

ω

= + − −  

8 1 3f u g= −  

( )9 6 2 13 11

K
f x K u x x

T

ψ
ψ

ψ

= + − −  

M
10 7 M 7 12

M

K
f x K f x

T
= ⋅ + ⋅ −  



538      O. Stoicuta, M.S Nan, G.Dimirache, N. Buda, D.L. Dandea 

* * * *

11 a 11 r 12 b 1 13 13 11 1f a x x a x a x b gλ= +ω + + +  
* * * *

12 r 11 a 12 b 2 14 p 3 13 11 2f x a x a x a z g x b gλ= −ω + + − +       

( ) ( )
( ) ( )

* *

13 31 1 33 13 a 1 11 b 2 12

b r 1 11 a r 2 12

f a x a x g f f g f f

g x x g x xλ λ

= + + − − − −

− ω − − ω −
 

( )14 13 2 12f x x x= − −  

    The following notations have been used in the above mentioned             
expressions: 

11 ds 1
1 *

11

b v h
g

b

∗ −
= ;

11 qs 2

2

11

b v h
g

b

∗

∗

+
=  

(4.21) 

( )R
3 14 R 13 2 12

R

K
g x K x x x

T
= ⋅ − −  

(4.22) 

i
ds 9 i 9

i

K
v x K f

T
= + ; i

qs 10 i 10

i

K
v x K f

T
= +                       

(4.23) 

2
* * 12

1 13 13 31 p 3 12

13

x
h a x a z g x

x
= ⋅ + ⋅ + ⋅ ⋅  

(4.24) 

* * 11 12
2 14 p 3 13 31 p 3 11

13

x x
h a z g x a z g x

x

⋅
= ⋅ ⋅ ⋅ + ⋅ + ⋅ ⋅  (4.25) 

* 12
r p 3 31

13

x
z g a

x
λω = ⋅ + ⋅  

(4.26) 

    The coefficients defining the stator currents-rotor currents model of the 
induction motor are: 

11

s

1

T
α = −

⋅σ
; 12

1−σ
α =

σ
; m

13

s r

L

L T
α =

⋅ ⋅σ
; m

14

s

L

L
α =

⋅σ
 

m
31

r s

L

L T
α =

⋅ ⋅σ
; m

32

r

L

L
α =

⋅σ
; 33

r

1

T
α = −

⋅σ
; 34

1
α =

σ
; 
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11

s

1

L
β =

σ ⋅
; m

31

s r

L

L L
β = −

⋅ ⋅σ
; 

s

s
s

R

L
T =  ; 

r

r
r

R

L
T =  ; 

rs

2

m

LL

L
1

⋅
−=σ ;

p

m1 m

z3
K L

2 J
= ⋅ ⋅ ; m2

F
K

J
= ; m3

1
K

J
= . 

where: J – is the inertia moment of the rotor, F – is the friction coefficient; 

sR  - is the stator resistance; rR  - rotor resistance; sL  is the stator             

inductance; rL is the rotor inductance; mL  is the mutual inductance; rM  is 

the resistant couple and pz  is the number of pole pairs of the induction 

machine. 
    Because the speed control system is nonlinear, for the determination of 

the transfer matrix the system will be linearized (4.17) around the balance 
point. [6] For the determination of the balance point the following             

nonlinear equation system will be solved using Newton’s method, for an 
imposed input vector and invariable in time. 

if (x,u) 0= ;  i 1 14= …                    (4.27) 

The obtained balance point for the input vector Nu , formed from the 

nominal input values of the control system, will be marked with 

[ ]T

i i 1,14
b b

=
= . 

    Considering these conditions, the linearized system is: 

L L L

d x
A x B u; y C x

dt

∆
= ⋅∆ + ⋅∆ ∆ = ⋅∆  

(4.28) 

 

where: 

i
L N

j i 1,14; j 1,14

f
A (b,u )

x
= =

 ∂
=  

∂  
; i

L N

k i 1,14;k 1,3

f
B (b,u )

u
= =

 ∂
=  ∂ 

; 

[ ]LC 0 0 0 0 1 0 0 0 0 0 0 0 0 0= . 

    Going to Laplace transform in initial conditions null in expression (4.28) 
we may explain the transfer matrix of the control system in figure 3.1. [6] 

( ) [ ] 1

L 14 L LG s C s I A B
−

= ⋅ ⋅ − ⋅
 

(4.29) 

The transfer matrix (4.29) is composed of three transfer functions               
linking the output of the control system with the three inputs of the vector 

(4.19). 
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    Within the design of the flow controller the used transfer function is the 

one that links the output of the system to the first element of the input            
vector. This transfer function will be noted as follows: 

( ) ( )
( )

r

1 *

r

s
G s

s

∆ω
=

∆ω
 

(4.30) 

    The fixed part of the flow control system will be explained based on this 

transfer function. Therefore the transfer function of a small pipe ( L D≅ ) 
will be presented. [4]  

( )

( )
p0

2

p

0

F s

kF
G s

p(s) T s 1

P

∆

= =
∆ +
∆

 

(4.31) 

where: kp  is the amplification factor pk 0.5=  and pT  is the delay                 

constancy of the resistive tube: 

p

0

AL
T

F
= α ;  

2
D

A
2

 = π 
 

 ; 
D

f L
α =

⋅
             

(4.32) 

In the last expression of relation (4.32), f is the coefficient of friction           
determined considering the Reynolds number. 

      Expression (4.31) is obtained following the linearization of the         
equation on a resistive tube based on Taylor’s theory around the balance 

point 
( )0 0F ; P∆

. 

0 0 0P(t) P ( P(t)) P p(t);F(t) F F(t)∆ = ∆ + ∆ ∆ = ∆ + ∆ = + ∆  (4.33) 

As the flow transducers dynamically act as first order a periodic systems 

we may say that the transfer function of the flow transducer is: 

( ) ( )
( )

r T
3

T

F s k
G s

F s T s 1
= =

+
 

(4.34) 

where: kT  is the amplification factor and TT  is the delay constancy of the 

transducer. In the design of the flow controller, this constancy TT  is             

neglected because the it has a small value considering the time constancies 
dominated by the process. 



Research Regarding the use of New Systems to Regulate Fluid Flow in Pipe-
lines      541 

    Due to the fact that there is a difference between the flow and angular 

speed of the centrifugal pump actuating motor, there is a direct proportion, 
and we may say that the motor-pump ensemble is defined by the following 

transfer function: 

( ) ( )
( )

( )EE SP 1*

F s
G s K G s

s
= = ⋅

∆ω
 

(4.35) 

where: SPK  is the slope characteristic to flow-speed of the centrifugal 

pump. 
    In these conditions, the transfer function of the fix slope of the system 

is: 

( ) ( )
( )

( ) ( ) ( )
*

PF SP 1 2 3

r

s
G s 2 K G s G s G s

F s

∆ω
= = ⋅ ⋅ ⋅ ⋅

 

(4.36) 

    In the above mentioned relation the coefficient multiplying the slope of 
the flow-speed characteristic of the centrifugal pump appears due to the 

equation defining the pressure drop on a resistive tube: 

2

2

F
P

2 A

ρ
∆ =

α  

(4.37) 

    In these conditions the regulating system presented in figure 4.4 may 
have the following form: 

 
Fig. 4.4. Flow control system 

 

    In these conditions, based on the transfer function (4.36) and on the 
pole-zero repartition method the flow controller may be easily tuned. 

 

49.5 Aplication 

In order to give examples for what we have presented in the paper we will 

design an oil flow control system on a main pipe. 
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    Thus, a main pipe will be considered with an internal diameter 

[ ]D 0.2 m=  and the flow transducer will be placed at a distance [ ]L 1 m= . 

A 20oC oil operating temperature has been considered for the design. 
    The centrifugal pump used is a LQRY 150-125-270 type pump manu-

factured by Shanghai Pate Pump MFG.CO. [7] with a maximum capacity 

of 3400 m / h   .  

    The actuating motor used has the following electrical and mechanical 
parameters: 

[ ]NP 160 kW= ; [ ]NU 400 V= ; N

rot
n 1487

min

 =   
; [ ]Nf 50 Hz= ; pz 2= ; 

[ ]sR 0.01379= Ω ; [ ]rR 0.007728= Ω ; [ ]sL 0.007842 H= ; 

[ ]rL 0.007842 H= ; [ ]mL 0.00769 H= ; 

2J 2.9 Kg m = ⋅  ;
N m s

F 0.05658
rad

⋅ ⋅ =   
 

    The length of the main pipe for the transport of petroleum product is 

equal to [ ]1 km . 

    For the design of the controllers from speed control systems the            

following values of the constancies *

d1T  and *

d2T  have been used: 

[ ]*

d1T 1 msec= ; [ ]*

d2T 7.5 msec= .               (4.38) 

     Following the tuning of flow controller based on the described               
procedure in this paper the following values of the coefficients defining the 

controller have been obtained: qK 5= ; [ ]qT 0.0005 sec= . 

     For the simulation of flow control system with the modification of the 

speed of the centrifugal pump, for the flow 
*F  different values have been 

imposed, respectively 50, 80, 150 and 200 [m3/h]. The simulation of the 

control system has used Matlab-Simulink software, and following the 
simulation the following graphs have been obtained: 
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Fig. 5.1.  Time proportioned flow variation 

   

Fig. 5.2.  Pressure drop variation on the pipe 

 
Fig. 5.3.  Motor’s speed time variation 
 

Considering all the previously presented it is observed that the control 
system has a very good dynamics. 

49.6 Conclusions 

The used concepts and ideas in the design of the control system presented 

in the paper may be used and developed for other types of flow control 
systems as well. 
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     Because of the real advantages of the sensorless control of speed and 

good dynamic control performances of the new regulating system we may 
say that implementing and using the system is a real advantage. 
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Abstract. In the present paper we present the design of a system for  

the medical healthcare of mentally ill patients after their                  

rehabilitation in the society using UML (Unified Modeling                

Language). UML is a general purpose modeling language in the 

field of software engineering. The goal of the system is to set an            

individual plan for the patient that qualifies for such a plan and 

agrees to join such a home care program and to form the team that 

will support and monitor the patient after discharge from the                

hospital (nurse, psychiatrist, social worker etc). We present the most 

important use case, sequence and activity diagrams that will give an 

overall view of the system. The CASE (Computer Assisted                

Software Engineering) tool we used to model the problem is the 

Visual Paradigm Suite. 

Keywords. UML, use case diagrams, class diagrams, sequence      

diagrams, object – oriented programming, Information System, 

homecare treatment group. 
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50.1 Introduction 

The purpose of the present paper is the study, analysis, and design of a       

system for the medical healthcare of mentally ill patients after their             

rehabilitation in the society. In particular, we describe and analyze the case 

studies and the main actors which produce a complete home care plan for a 

mentally ill patient. The actors compose the monitoring team and                

according the profile of the patient, the team synthesis may vary (new               

patients may enter the team and old patients may leave the team). Each 

plan is individually set for the specific patient and the same holds for the 

team that is formed.  

As a first step in the analysis of the system requirements, we model the 

problem for better understanding the organization’s operation and needs. 

Modeling is important to estimate the feasibility of this project and the 

time and cost that is necessary for its completion. Also modeling helps             

developers to reduce production time and cost while they avoid developing 

errors. Using modeling, we locate possible risks and make a plan to solve 

them [1]. 

For this task we have chosen UML because is an industrial prototype 

and has been supported from the OMG (Object Management Group)      

organization which is responsible for its development and continuation. In 

this organization participate large computer manufacturing companies like 

IBM, Intel, Sun etc. software developing companies like Microsoft, Oracle 

etc and  methodology creation companies like Rational [1, 4, 7, 10, 14].  

The most significant advantage of UML is that is a modeling language 

usable by humans and machines. It can be used with any proce-

dure/methodology of development, in any development stage, and is plat-

form and programming language independent. It implements the object – 

oriented model and uses mostly diagrams to express the object – oriented 

analysis and software project design. UML simplifies the complex             

procedure of software design. All the above reasons led us to use UML as 

the modeling language [1, 11, 12].  

50.2   Problem Description 

Our approach regards a real case that formed the Norwegian pilot in            

European research project Linkcare [2]. The description of the pilot            

follows. The patient has been diagnosed as maniac – depressive and has 

been hospitalized for a long period [2, 3]. During his hospitalization, his 

care team plans with the patient his rehabilitation in the society. The            
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hospital's staff produces a personalized plan and makes the necessary calls 

to the community nurse that will be responsible for patient’s healthcare 

program, so that this program will be finalized according his needs.  

The healthcare professionals agree on a meeting date. Before the            

responsibility team meeting for patient’s treatment, the patient meets his 

new coordinator (the municipality's nurse). These two together decide the 

access period and the access level for each participant in the plan and who 

can be included in the future care of the patient. The coordinator gains           

access to the system by collecting the required personal information from 

the participants. Besides the coordinator and the patient, they decide to             

include his psychiatrist from the hospital, a social worker from the                 

municipality in which he lives, an officer from the local employment            

office and his best friend.  

At the first meeting of patient’s responsibility team, the members are  

being trained in the system functionality which is used for the creation and 

maintenance of personalized patient monitoring plans. Security in handling 

sensitive data on the internet is crucial and a part of the first course                 

emphasizes each participant's responsibility. At the same time they are            

informed for the creation of personalized plans, since not all the               

participants know the purpose and the procedure of creating such plans.  

The first meeting establishes a framework for a future personalized plan 

for the patient. Some areas of life are included and some not. All his needs 

are based on his diagnosis, for the patient the residence is ok, but he needs 

a more flexible job according to his new health situation and financial help 

for a period. The family and the social network do not constitute test             

subject for the time being. In the plan actions, the deadlines and who is in 

charge are recorded.  

The next meeting is being decided. The members begin to extend and do 

a more detailed plan, connected in this via encrypted Internet access,    

adding new information, sending messages between them inside the             

application so that they are able to inform for the changes or the additions. 

All participate according to their most relative plan section to them. They 

build a solid support platform for the patient after his hospital discharge, 

based on the agreements and the detailed plans that are accessible for the 

participants.  

At the beginning the patient’s responsibility team has meetings every 

third month. Since the patient's situation is being stabilized, they meet two 

times every year evaluating the plan, changing participants or subjects in 

which they focus their attention, according patient’s needs. While patient's 

situation is being improved, the patient begins controlling the biggest part 

of the plan, having the coordinator as the plan's executor. 
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After five years, patient's situation is stable. He has a new suitable job 

and few problems living with his psychiatric diagnosis. The personalized 

plan is completed, since he continues to be followed up by his psychiatric 

nurse and psychiatrist at the hospital.  

50.2.1 System implementation using UML   

System implementation using UML is done with the following ways:  

- Using class diagrams for implementation testing in the system classes 

- Using component diagrams and communication diagrams for            

communication testing between component classes. 

- Using sequence diagrams that resemble with the communication             

diagrams 

- Using use case diagrams and activity diagrams that are for recognition 

that the system behaves as it was initially set in these diagrams 

For our analysis, we use the use case diagrams, the sequence diagrams 

and the activity diagrams.  

The use case diagram shows the functional relations between actors - 

external users and the system. It does not describe processes, actions or 

successive situations of the system. These are initially described in each 

use incident text and then with the activities and sequence diagrams. In 

particular the use case diagram constitutes the starting point for object - 

oriented development. An extension point is a report in an area within the 

use case in which action sequences can be imported from other use cases. 

Each extension point has a unique name in the use case and an area                

description in the use case behaviour [1, 4, 5, 6, 8, 9, 11, 13]. 

A sequence diagram presents the interaction as presented in time               

sequences. In particular, presents the instances that participate in the 

interaction with their “life lines” and the impulses that they exchange 

placed in the time sequence. It does not present the relations between 

objects [1, 4, 6, 9, 11]. 

The system implementation is described using three parts. In the first 

part we develop the Use case diagrams, in the second the Sequence               

diagrams and in the third part the Activity diagrams [2, 3]. 

50.2.2 Actor's determination and Use Case Diagrams design  

The main system actors are the hospital staff, the nurse-coordinator, the 

team that is responsible for the patient and the patient. Specifically the 

hospital staff is consisted from the group of employees that work in the 

psychiatric hospital and watch many and different incidents of patients that 
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suffer from psychiatric problems. The nurse who works in the community 

undertakes incidents of patients that have been assigned to her by the            

hospital's staff. She has the main co-ordination of programs that are              

designed to support the patients after their hospitalization. The team that is 

responsible for the patient constitutes from a group of people that comes 

each time from different environment, but has a relation with the illness 

and patient's life. At early stages, the team that is responsible for the               

patient is composed from the community nurse, the hospital's psychiatrist, 

the community's social worker, the local employment office's employee 

and the patient's best friend. Then and depending on the patient's progress 

the members change attributes or withdraw. The patient has been                 

diagnosed as maniac - depressive, he has been hospitalized for a long time 

and a personalized plan has been created for him after hospitalization [1, 2, 

3]. 

The most significant use case diagrams follow in the next figures. 

 

 

Fig. 1.1. Nurse – Hospital staff 

The hospital staff examines the patients’ incidents and produces a             

personalized plan for each case to support the patients after their 

hospitalization as seen in Figure 1.1. Then it promulgates the plan in a 

nurse from the local community to approve it or make any changes. If the 

nurse undertakes the incident, they arrange a meeting date, in order to 

study the patients’ action plan. If the plan does not need review the nurse 

finalizes it and begins the plan's action. At the first stage, the hospital staff 

with the nurse will create the patient's responsibility team. At the second 

stage, after nurse's meeting with the patient, the responsibility team will be 

affirmed. Then the nurse-coordinator creates the system's user accounts. 

These accounts will help users to communicate and record essential plan 

data. The nurse as main system actor is responsible for the team member's 

co-ordination and for meeting scheduling. If the patient's condition 

improves and the program's purpose has been achieved, the nurse 
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and the program's purpose has been achieved, the nurse completes and 

closes the action plan in the system [2][3]. 

The hospital psychiatrist comes in the team meetings and continues his 

actions. These actions include patient observation for a long time, even            

afterwards the plan's completion. Social worker's main action is the                 

participation in the meetings and patient's observation with purpose his        

rehabilitation in the society. As secondary and optional actions we place 

patient's residence finding and his participation in social events. The               

officer of the employment local office makes meetings with the rest of the 

team and updates the system with the patient's progress. As secondary             

action, we place proper work finding, depending on the case and the             

patient's conditions. The patient's friend with the psychiatrist, the social 

worker and the employment office employee is an active member of the 

responsibility team and participates in the team meetings, closing -             

confirming the appointments via the system. As secondary action we place 

the patient's economic aid during treatment - plan initial stage and the           

participation in various events [2, 3]. 

When the responsibility team is educated at the system operation, it           

creates the patient's main life sections that will be included in the plan. 

Then we assign each sector's responsible actors and we set the completion 

deadlines for each of their actions. The application entry is remote, this            

requires each participant having internet connection and encrypted system 

access. Then the system users can import patient related information and 

his progress, to modify and exchange messages between them. This way 

they are recorded and the patient's personalised action plan is being              

updated. The whole procedure is been described in Figure 1.2 [2, 3]. 

 

 

Fig. 1.2. Basic actions at the system 
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50.2.3 Sequence diagrams creation based on principal use 
cases 

The application operator switches his computer on and the computer  

begins its operational system. Then opens the application and the system 

asks the operator for the input data (user name and password). The user  

enters them and the system identifies him. If the provided data are correct 

displays the application's main screen and all the incoming messages from 

other users (the rest team members) as seen in Figure 1.3 [2, 3]. 

 

 

Fig. 1.3. Login sequence diagram 

If the preceded actions (boot, user entry, user identification) have been 

completed patient search in the system follows in order to create a new   

action plan. The plan after its creation is stored in the application database 

and the application user returns in the program's initial screen [2, 3]. The 

creation of a new project is described in the sequence diagram of Figure 

1.4.  
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Fig. 1.4. New project 

50.2.4 Activity diagram creation based on principal use case 

In the activity diagram of Figure 1.5 are presented the steps that execute 

the system actors in order to schedule their meetings that concern the            

responsibility team creation, the action plan growth, the coordinated               

patient monitoring and the users training at the system [2, 3].  

Next follows the actors’ status table 1.1 and the system response in 

these acts. 
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Fig. 1.5. Meeting Programming 

Table 1.1. Actor’s status table 

Actor Action System Response 

Application calendar opening  Command process and execution  

If new event is been added “New meet-

ing”  
Command process and menu opening  

Day, time, location, participants input Data process and registration to database  

If appointment search is done  Parameter process and results display 

If meeting modification (day, time, loca-

tion, participants) is done  

Data process and screen refresh with the 

new data. Changes confirmation message 

display  

Changes accept New changes save in the system database  

If meeting event deletion is done from 

erroneous data entry  
Display deletion confirmation message  

Permanent deletion acceptance  Changes save in the system database 

Automatic email send in every partici-

pant of the scheduled meeting  

Command process, command search in 

the mailing list and email send for meet-

ing schedule  

Calendar close Command process and menu close  
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50.3 Conclusions 

The software technology tools can be incorporated in a complex     

software environment, automate the program management activities and 

manage all the work products that are produced in the whole process. 

Therefore they help the engineers in the coding, testing and plan analysis.  
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Abstract. We presented an application of nanometric layers of 
Cadmium Sulphide developed using Chemical Bath Deposition 
(CBD) technique for the growth of the CdS thin films. The thin 
films of CdS were synthesized employing two different complexing 
agent, acetilacetone and glycine. In this paper we compare the                
results of the thin films characterization with both complexing agent 
and the CdS thin film growth with glycine was selected in order to 
develop a Thin Film Transistor (TFT). An hexagonal polycrystalline 
structure concerning to the X-ray analysis results for both processes, 
from those studies were calculated their grain sizes by the model of 
Debye-Scherrer, resulting 3 nm for the acetylacetone process and 30 
nm for the glycine process. Also we started with the computational 
analysis and preliminary results are presented. 

Keywords. Cadmium Sulfide, Semiconductors, Thin Films,            
Acetylacetone, Glycine and Transistors 
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51.1 Introduction 

The recent advance in soft solution processing of inorganic materials                
offers an exciting opportunity to develop large-area manufacturing                    
technologies for inorganic thin-film transistors (TFTs) [1].  
The chemical bath deposition (CBD) is used for deposition techniques that 
produce a solid film in a single immersion through control of the kinetics 
of formation of the solid. Film thickness and composition can be easily 
controlled by changing simple reaction parameters such as reactant                 
concentration, reaction temperature and deposition time. The deposition 
medium for CBD consists of one or more salts of metal Mn+, a source for a 
chalcogenide (if the film to be deposited contains S, Se, etc), a source of 
oxygen for oxide films and a complexing agent (e.g. ammonia, NH3, 
EDTA, sodium citrate, etc.) all mixed in aqueous solution. For oxides,             
water normally provides the oxygen. The processes that occur in the CBD 
solution consist in general of the following steps: (1) Time zero to equilib-
rium between the complexing agent and water; (2) Hydrolysis of the              
chalcogenide source (if the film is not an oxide); (3) Formation and/or dis-
sociation of ionic metal–ligand complexes [M(L)i]

n-ik, where Lk- denotes 
one of more ligands, and (4), (5) Formation of the solids. 

CBD for oxide or sulfide films from a metal cation Mn+ complexed by          
i ligands Lk-, these steps can be depicted as follows [2]:  

1) Dissociation of water and Complexant-water equilibrium: 
−+

+→← nOHnHOnH 2                −+−−
+→←+ OHHLOHL

k

i

k

i
2)(22)(2 1

2  
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The complexant is optional and is usually chosen based on the affinity of 

its ligands toward the metal. This makes step 3 the rate-determining step, 
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adding a degree of control for thin film thickness. The hydrolytic process of 
reactions 4 and 5 can be accelerated by heating the solution, which induces 
deprotonation of the hydrated metal species (reaction (4)). This eliminates 
the need to use a base in reactions 4 and 5. For the oxide systems to be              
evaluated in this proposal, hydrolysis can occur even in acidic solutions 
when the metal cation is easily hydrolysable, as in the case of some of the 
metals to be evaluated here (Al3+, Zn2+, In3+).  In contrast, CBD of               
non-oxides requires the addition of basic solutions. In all CBD processes, 
whether oxide or non-oxide, a solvated metal complex reacts with a                
chalcogenide source to form a desired solid product. The main difference is 
that for oxides, the ‘‘chalcogenide source’’ is water, so that tighter control 
must be exerted over just two parameters (pH, T) to achieve a similar              
degree of control over the rate of hydrolysis and, therefore, control over the 
film’s microstructure and properties.  For non-oxide films, the supply of 
chalcogenide anions can be controlled, in addition to pH and temperature, 
with the concentration of the chalcogenide source. 

Since the early developments of TFT´s, metal chalcogenides such as 
Cu2S, CdS and CdSe have been applied as the semiconductor layer in MOS 
devices [3]. In fact, the first MOS patent included Cu2S as the                              
semiconductor active layer [4]. Since CBD is allow temperature process it 
makes it appealing for application in flexible electronics because the use of 
flexible plastic substrates adds a processing constraint: processing                    
temperature. Maximum processing temperature must be less than 150ºC, 
well below the temperature used for traditional inorganic materials                    
deposition. While traditional solutions to the above constraint exist, most 
cannot meet all of the criteria, not to mention realistic processing cost. CBD 
is among the most inexpensive, simple and convenient deposition technique 
to obtain inorganic thin films on large area substrates. An additional                  
advantage of CBD is that the highest processing temperature is 100ºC,               
corresponding to the water boiling temperature, which is normally the main 
component of the reactive solution. Originally used for sulfide and selenide 
thin films, this technique has also been mostly used for materials for           
photovoltaic applications [5]. 
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51.2 Problem Formulation 

So we considered the idea to synthesize CdS thin films by CBD method 
using other compounds as complexing agents to the Cd, this in order to get 
a better control in its growth and high purity for applications to the                 
nanoscaled optoelectronic devices. As a global result, we present two                  
techniques to growing thin films using two different complexing agents: 
acetylacetone and glycine.  If we find a wide variety of complexing agents, 
then we increase the possibilities or ways to control the deposition rate of 
our films. 

51.2.1  Experimental Method to produce CdS Thin Films using 
Acetylacetone 

The acetylacetone was used as a ligand in the CBD in order to obtain CdS 
thin films, the nature of this agent is bidentate ligand and is convenient for 
the coupling with Cd ions [6]. The reaction conditions were determined             
experimentally. 

The CdS thin films were deposited on glass slides substrates by means of 
the chemical bath technique. The reactive substances in the solution were: 2 
ml of Cadmium Nitrate Tetrahydrated (0.1 M), 2 drops of 99%                      
acetylacetonate, 6 drops of buffer pH 11 (NH4OH/NH4Cl), 2 ml of                 
Thiourea (1M) and two amounts of 10 ml of waters, after the acetylacetone 
and before the thiourea.  

The films were deposited in the substrate into the solution between 65 to 
75°C, they were kept in the solution for 1 h. The obtained CdS films were 
flat homogeneous, green-yellowish, transparent and with very good                    
adherence to the substrate. The gap energy of the films was 2.37 eV, for 10 
minutes of reaction. Their thickness was approximately 100 nm, and they 
had a hexagonal crystalline structure.  

The X-ray diffraction measurements were performed using a Rigaku               
Ultima III-XRD. Optical absorption spectra of the bilayers were recorded 
by an Ocean Optics USB4000-UV-VIS spectrometer. Atomic Force              
Microscopy AFM measurements were done in a DM09 Veeco Atomic 
Force Microscope.  
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51.2.2  Experimental Method to produce CdS Thin Films using 
Glycine. 

Glycine is the smallest of the 20 amino acids commonly found in                 
proteins. It has been used as complexing agent for the electrochemical 
deposition of Fe, Ni and Cr thin films on stainless steel and copper                 
substrates [7].  The CdS films were deposited on glass slide substrates in a 
100 ml beaker containing the reaction solution prepared by the subsequent 
addition of 31 ml of deionized water, 4 ml of 0.1M cadmium nitrate                    
tetrahydrated (Cd(NO3)2 · 4H20), 5 ml of 0.5 M glycine (NH2CH2COOH), 2 
ml of pH 11 buffer, 5 ml of 1M thiourea ((NH2)2CS) and deionized water to 
complete 60 ml. The mixture was initially stirred to homogenize and then 
its temperature was set at 80°C in a thermal water bath. The substrates were 
immersed in the solution at this temperature and removed after 18 min 
when the reaction finished, according to its appearance. There was not                    
stirring during the deposition process. The deposited CdS films were               
yellowish, homogeneous, specularly reflecting with very good adhesion to 
the substrate. The thickness of the films was about 60 nm as determined 
from depth profiles performed with Veeco Dektak 8 profilometer. The         
crystalline structure of the samples was analyzed by X-ray diffraction 
(XRD) measurements with a Rigaku Ultima III diffractometer. The                 
absorption spectra of the films were measured in a Perkin Elmer Lambda 
19 spectrophotometer in the 350–800 nm wavelength range. The                
morphology and roughness of the surface films were investigated by atomic 
force microscopy (AFM) using a JSPM-4210 scanning probe microscope 
(JEOL Ltd). 

51.3 Problem Solution 

Firstly were realized experimental essays in order to determine the                    
reaction conditions to grow CdS thin films for both processes. As is usual 
in the Chemical Bath Deposition method, to work with in excess                 
concentrations, then at begin it is chosen a handle and significant amount 
of the complexing agent or ligand compound and directly mixed with the 
cadmium source. After that were added the typical compounds to achieve 
the CdS thin films formation. Now we present here the Results and               
Discussion of these two processes in a comparative way [8]. We base our 



Design and Application of CdS Nanolayers by Chemical Bath Deposition      561 

search for the reaction conditions in the general mechanism reaction                
presented in the introduction of this work.  

In Fig. 1(a) it is shown the optical absorption spectra of these CdS thin 
films, whish were grown using two different complexing agents, the gray 
line correspond the behavior for acetylacetone and the black line for                
glycine, respectively. As can be observed a low level absorption was               
presented between 550 and 750 nm for acetylacetone and for glycine its 
low absorbance range is from 505 to 750 nm, this is important for instance 
for the thin films solar cells purposes, where the CdS is normally used as a 
window material and it is required to have high transmission in the visible 
range, so that much more visible light penetrate into the active region.  

For the glycine process, after 18 minutes of deposition the films has 
reached enough thickness and the reaction finished, also from the Fig. 1 it 
is possible to conclude that this kind of films have an average                    
transmittance of slightly major than 80 % within the optical region. While 
for the acetylacetone process, after 10 minutes of deposition the films have 
reached enough thickness with an average transmittance of the order of 60 
% within the optical region, in this case the reaction continue until around 
40 minutes.  

The Fig. 1(b) shows the (α hυ)2 vs hυ plots which is typical for CdS thin 
films deposited by the CBD method or any other method. Since the              
absorption coefficient, α, for the allowed direct interband transition in a 
crystal is proportional to (hυ)-1(hυ-Eg)1/2, where hυ is the photon energy 
and Eg is the value of the energy bandgap, we can estimate Eg by plotting 
(α hυ)2 as a function of (hυ-Eg). The energy bandgaps in these cases were 
Eg = 2.53 eV using glycine as complexig agent, and Eg= 2.37eV using 
acetylacetone as complexing agent. The CdS thin films can be considered 
good for use as a visible transmitting thin film, since the range of energies 
for a visible transmitting film is from 1.5eV to 3.0eV  [9]. 
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Fig.1. (a) Optical absorption spectra of the CdS thin films using acetylacetone and 
glycine as complexing agent respectively. The gray line corresponds to                          
acetylacetone process, and the black line for glycine. (b) (OD)2(hν)2 versus             
Energy, like utility to calculate Energy bandgap of the CdS thin films using acety-
lacetone and glycine as complexing agents, respectively. The gray line shows the 
behavior for acetylacetone and the dots for glycine. 

 
The Fig. 3 shows the XRD patterns for the CdS thin films obtained by 

using acetylacetone and glycine as complexing agent in the CBD process. 
A hexagonal polycrystalline structure concerning to the X-ray analysis        
results for both processes [10]. From those diffractograms were calculated 
their grain sizes by the model of Debye-Scherrer [11,12], resulting 3 nm 
for the acetylacetone process and 30 nm for the glycine process. 

The pattern corresponding to the glycine process displays an intense 
peak at about 26.7° and weaker diffraction signals at about 28.6, 48.3 and 
52.3°, which can be assigned to the reflections by (002), (101), (103) and 
(112) planes of the CdS hexagonal crystalline phase. The relative large            
intensity of the (002) diffraction peak clearly evidences the preferred                
crystalline orientation of the CdS crystallites along the [002] direction. The 
lattice constant, c, calculated from this pattern is 6.677 Å, which is shorter 
than 6.713 Å, the lattice constant of bulk CdS. The percentage of variation 
of the value of c for the CdS films, related to that of the bulk, is -0.54 %. 
Because the (002) crystalline orientation of the CdS film, the [002]              
direction is perpendicular to the substrate. Since c is measured along the        
c-axis in the [002] direction, the shrinkage of this lattice constant can be 
related with tensile stress along the film-substrate interface, as has been 
observed in other chemically deposited CdS films [13]. 
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Fig. 3. X-Ray diffraction patterns of the CdS thin films using acetylacetone and 
glycine as complexing agent respectively. The gray line corresponds to                 
acetylacetone and the black line for glycine. 

 
By another hand, the surface morphology that conforms the thin film 

growth using acetylacetone as complexing agent was analyzed by the 
Scanning Electron Microscopy (SEM) and Atomic Force Microscopy 
(AFM), as it is illustrated in Fig. 4(a) and Fig. 5(b), respectively. The               
image obtained by SEM can be interpreted as changes in the flatness of the 
surface film, showing a global growing and clusters formation of 
nanocrystals, while the image obtained by AFM shows some regular               
surface morphology which is representative across the overall sample            
extension.   

 

                
(a)                                                   (b) 

Fig. 4. (a) SEM image of CdS thin film growth with acetylacetone as complexing 
agent. (b) AFM image of CdS thin film growth with acetylacetone as complexing 
agent. 

 
In Fig. 5 are shown AFM images of the CdS film surface grown using 

glycine as complexig agent, (a) A two-dimensional top view and (b) A 
three-dimensional in perspective view. The smooth surface of the films 
exhibits a well-defined granular structure with nanometric-sized grains. 
The rms average roughness of the film measured in the displayed area is 
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2.3 nm [15]. Due the low roughness of this thin films the optical              
transmission increase in the most part of the visible region or its                 
absorbance decrease  

 
Fig. 5. AFM images of CdS thin films growth with glycine as complexing agent. 
(a) Top view AFM image of a representative area of the CdS thin film, showing its 
nanometric grain sizes, and (b) Perspective view of AFM image of the same              
representative area of the CdS thin film, showing its nanometric grains sizes. 

 
Finally an appliance was suggested where it was used the process of CdS 

thin film with glycine, but growth on SiO2/ Si p-type. This was the base to 
create a Thin Film Transistor as the shown one in schematic form in Fig. 6 
(a). The plot in the Fig. 6 (b) shows the typical transistor behavior, here we 
can see the correlation between the current source-drain (Isd=Id) and the 
voltage source-drain (Vsd=Vd). 
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Fig. 6. Application of CdS thin film growth with glycine. (a) Schematic Thin Film 
Transistor, and (b) Current vs. voltage of CdS thin film growth with glycine as 
complexing agent. 
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51.4 Conclusion 

From this research we developed two new processes to synthesize CdS 
thin films of very good quality, comparable to the obtained with other          
techniques. So, we can conclude that the Chemical Bath Deposition                
technique has a high potential to contribute into built appliances in the             
actual nanometric scale order, such as the TFT. Here we purpose the use of 
Acetylacetone and Glycine by separate, both as complexing agents for the 
cadmium ion. Also we are starting to consider appropriate to use a                 
theoretical computing method, as tools to approach the explanation of the 
complexation chemical behave, for this reason it is presented some                
preliminary structures and Energy calculations. 
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Abstract. In the first part was produced Zinc Oxide (ZnO) into a 
glass matrix by using the Sol-Gel Technique at room temperature, 
these materials were prepared using tetraethyl orthosilicate (TEOS) 
as precursor, the Zn ions were added before the jellification step 
trough an aqueous solution of zinc acetate. The optical absorption 
shows a shoulder in the UV range corresponding whit ZnO confined 
to the vitreous matrix. The spectra by FT-IR show characteristic 
vibrations of Si-O-Si with interaction Zn+2. Raman scattering let us 
to identify and precise the formation of the ZnO. In the second part 
were immersed glass substrates into an aqueous chemical bath with 
external controlled temperature, resulting ZnO films were 
hexagonally structured with energy band gap of 3.3 eV. 

Keywords. Glasses, Zn Ions, Zinc Oxide, Sol-Gel Process, Thin 
Films, Chemical Bath Deposition and semiconductors 
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52.1 Introduction 

Zinc oxide has attracted a significant attention in the last decades because 
its wide band gap behavior which confers a host of potential applications 
in gas sensors [1], solar cells [2], Catalysis [3], Organic light emitting 
diodes (OLEDs), microelectronic devices how transistors [4], particularly 
a very interesting use of the ZnO is like electronic devices with highly 
nonlinear current-voltage relationships called Varistors [5]. At small 
applied electric fields, varistors are insulating; but at a fairly well-defined 
higher field, those switch to conducting and maintain a nearly constant 
field over many decades or magnitude orders of current. Most commercial, 
and military application varistors are based on polycrystalline, 
semiconducting ZnO with a variety of other oxide additives typically in the 
molar range of 100 parts per million to several percent. Their main 
application is in electrical circuits to limit or regulate the voltage that can 
be applied to other devices or components. While it is common for 
varistors to operate with current densities of 10-3 to 10 A/cm2, some others 
applications also require unusually high electric fields near 40kV/cm. The 
functional dependence of current on voltage in these devices is 
symmetrically bipolar that is due to an inherent property of the 
semiconductor from which it is made. 

Several process using both chemical and physical methods have been 
reported for the production of these materials (ZnO and ZnO-composites) 
like tape casting [5], sol-gel [6], vapor-phase transport method[7], 
chemical vapour transport (CVT) process, spray pyrolysis (SP) [8], 
sputtering, etc., either to produce powders, thin films, nanoparticles, 
nanorods, composites, etc. The purpose of this work is to study two 
alternative ways to prepare composites containing SiO2 glasses and Zn 
ions or ZnO molecules.  

52.2 Materials and Methods 

The used chemicals compounds were reagent grade, but with purities 
between 98 to 99%. For the first composites were used Deionized Water, 
Absolute Ethanol, Tetraethyl Orthosilicate, Chlorhydric Acid and Zinc 
Acetate. For the second composites kind were used Deionized Water, Zinc 
Sulfate, Buffer Solution pH 10 (NH4OH/NH4Cl), Ethanolamine and 
Corning brand microscope slides as substrates.  
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52.2.1 Experimental Method to produce ZnO into a glass matrix 
by using the Sol-Gel Technique 

Ten samples with different proportions of zinc ions were prepared, where 
the ZnO single molecules or nanoparticles were formed being embedded 
into the SiO2 phase. The starting solutions were prepared by mixing TEOS, 
water and ethanol. This set of samples was prepared using a constant 
ethanol:TEOS volume ratio of 1:1 and a volume ratio of water : TEOS, 
1:1. The solution was catalyzed with 50 drops of concentred HCl (or some 
dilution), in order to homogenize its phases, Sol formation. It is necessary 
to wait several days (7-15) to dry the monoliths. After jellification all 
samples were dried and/or ground to obtain a fine powder at room 
temperature. The zinc was incorporated into the samples, dissolving Zn 
(CH3-COO)2  into water and added to the starting solution. The amount of 
the zinc acetate varied from 0.1 M to 1.0 M, for 10 samples. Maintaining a 
constant volumetric proportional TEOS:Pure Ethanol:Zinc Acetate (1:1:1). 

 A D8 Brucker Advanced equipment did the X-ray diffraction 
characterization, with a Cu source of 1.54 Å. The optical absorption was 
done in an S2000-UV-VIS Ocean Optics, Inc., and for the Raman 
spectroscopy was used a Raman Systems R-2000. 

52.2.2 Experimental Method to produce ZnO on a glass 
substrate by using the Chemical Bath Deposition Technique 

The samples were prepared by deposition of zinc oxide on glass 
substrate. The chemical bath deposition (CBD) is used for deposition 
techniques that produce a solid film in a single immersion through control 
of the kinetics of formation of the solid. Film thickness and composition 
can be easily controlled by changing simple reaction parameters such as 
reactant concentration, reaction temperature and deposition time. The 
deposition medium for CBD consists of one or more salts of metal Mn+, a 
source for a chalcogenide (if the film to be deposited contains S, Se, etc), a 
source of oxygen for oxide films and a complexing agent (e.g. ammonia, 
NH3, EDTA, sodium citrate, etc.) all mixed in aqueous solution. For 
oxides, water normally provides the oxygen.  

The practical procedure is too simple, consists to immerse the substrate 
into the solution (bath) containing an aqueous solution of complexed zinc 
sulfate, until the zinc oxide thin film is formed on the glass substrate. 

Reagents used to deposit of ZnO thin films in a two-stage temperatures 
process; 25 minutes at 75°C and 1 hour at 85°C, in the same reaction bath 
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that contain zinc sulphate like source metal, NH4Cl/NH4OH as controller 
buffer and Diluted Ethanolamine in deionized water (complexing agent). 

In this part the used equipment was: X-ray diffractometer, Philips X'Pert; 
UV-Vis spectrophotometer Perkin Elmer, Model 330; SEM Topcon             
SM-510; Micro-Raman scattering LABRAM-Dilor, and profilometer  
Dekatar. 

52.3 Results 

The monoliths of silicon dioxide with embedded zinc oxide particles are 
amorphous, they scatter the light and even some of them are opaque. 
Similarly the growth Zinc Oxide Thin films on glass substrates led to a 
polycrystalline hexagonal structure, 1µm. 

52.3.1  ZnO-Glass matrix composites by Sol-Gel Technique 
(SiO2: ZnO) 

It is necessary to know that when added low proportions of zinc acetate, 
the composites had a more translucent appearance, whereas that the 
obtained composites using the higher concentrations had opaque 
appearance. 

The XRD patterns obtained showed that all the samples were amorphous 
compounds, as can be observed from Fig. 1a). The behavior it is very 
similar between each gel. However we can see that the wide band between 
2θ = 17-35° is better defined with increase of content acetate of zinc. A 
little peak appears at 2θ=34°, samples corresponding to 0.8 and 0.9 M, 
which can correspond to hexagonal ZnO structure. Here we can consider 
that the sensitivity of the XRD indicates the ZnO- Glass matrix composites 
have not crystalline particles (SiO2: ZnO).  The Fig. 1b) shows the 
absorption spectra with different contents of acetate of zinc. We can see an 
increasing of the optical absorption rising from 300 nm toward UV region 
in the graph. This plot also shows an absorption edge located at about 420 
nm.  

In Fig. 2a) are shown the absorption spectra in the 425-640nm range, 
these spectra have a similar behavior for almost all samples. In fact 
absorption edges are weak in the zone of the 400-500 nm; from there the 
spectra behavior remains almost constant. In the Fig. 2b) is shown the IR 
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spectrum of eight of the ten studied samples. In order to understand the 
origin of the above glass structure in this spectrum is observed an intensive 
peak at 1100 cm-1, which can be attributed to characteristic vibration of        
Si-O-Si bridges in the silica network [9-11]. The band seen at 965cm-1, can 
be related to the Si-O-H stretching vibration [11,12], this peak increases as 
the concentration of Zn decreases, which is expected since the signal of the 
silicon bonded to hydroxyl groups would be more intense. 
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Fig. 1. a) XRD patterns of SiO2: ZnO, shown the amorphousness of the samples. 
b)  Absorption spectra of SiO2: ZnO, in the 245-500 nm range. All the samples, 
except the number 7 show typical ZnO behavior. 
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Fig. 2. a) Absorption spectra of glasses with zinc ions  (ZnO), in the 425-40nm 
range. b) Infrarred spectrum of our glasses with zinc ions (ZnO). 
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The band at around 800 cm-1 observed for all the considered 

concentrations, vary likely due to interaction between Zn+2 and the silica 
glass network which can result between the two characteristic bands for 
silica at 800cm-1 and 470 cm-1.  

From the Raman spectroscopy patterns can be identified a signal 
corresponding to ZnO, see Fig. 3, there are shown Raman spectra of as 
grown samples at room temperature; with different molar concentration. 
Two broad bands are shown, corresponding to ZnO (435 cm-1) and SiO2, as 
we already appointed. As it can be seen, small molar concentrations result 
in larger peak intensities. The peak at 435 cm-1 is related with E2 mode for 
ZnO. It is possible to use Raman Spectroscopy excited by laser light of 
various wavelengths to study LO and TO modes in polar and nonpolar 
semiconducting materials, the frequency variations of the LO and TO 
modes in polarized semiconducting material like ZnO Nano-Particles 
(NPs) have distinct physical origins to first order so we can do such an 
analysis from the experimental Raman spectra of ZnO Bulk-powder (BP) 
and NPs, excited by 514.5nm laser line, respectively. The first order 
Raman modes A1T, E1T, E2 (H), A1L and E1L are identified as the peaks 
at: 385, 426, 437, 572 and 584 c m−1. 
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Fig. 3. Raman spectra of our glasses with zinc ions (ZnO). 
 
On other hand, Zinc acetate in pure form shows a large peak in its 

Raman Spectra, located at 960 cm-1, as it can be see Fig. 3. This peak is 
related with CH-out of plane molecular stretching bond [14]. In our 
samples, this peak could disappear with a thermal annealing, due to 
breakage of the organic bonds by heating. Samples in pure powder at RT 
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show two Raman small signals at 435 cm-1 and 556 cm-1 corresponding to 
reported in other works [13]. Both peaks have a small intensity varying for 
different concentrations. The peaks at both positions are related with 
oxygen vacancies in ZnO [10]. ZnO can be derived in Sol-Gel procedures 
starting with TEOS. In this case, Raman spectra will show a broad band 
raising from 500 to 550 cm-1 corresponding to SiO2. This band can overlap 
the second mentioned Raman signal for ZnO. 

52.3.2  ZnO Thin Films on Glass substrate composites by CBD 
technique (ZnO/Glass) 

This material is inorganic semiconductor type metal-chalcogenide. 
The XRD pattern in Figure 4a) shows to us that the ZnO thin film onto 

glass substrate was polycrystalline; the diffractogram displays several sharp 
peaks. These peaks are related to the lattice spacing’s 2.814Å to 2θ=31.77o, 
2.603Å to 2θ=34.42o, 2.475Å to 2θ=36.25o, 1.911Å to 2θ=47.53o and 
1.624Å to 2θ=56.6o, which correspond to the (100), (002), (101), (102) and 
(110) planes of the hexagonal structure of zinc oxide (JCPDS card                
36-1451). Therefore, the material synthesized has the hexagonal phase of 
the Wurtzite structure (space group: p63 mc) of ZnO (calculated cell 
constants: a = 3.24 Å, c = 5.20 Å). The strong and sharp peaks indicate that 
this as synthesized product is highly crystalline and pure. Also, it can 
observe a wide band around 2θ=23o, this band corresponds to background 
of glass matrix (the substrate). 
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Fig. 4. a) XRD pattern of our Zinc Oxide Thin Film on a glass substrate. b) Optical 
Absorption spectrum of our ZnO Thin Film on a glass substrate. 

 
From a UV-Vis spectrometer we measure the absorbance, in Fig. 4b). In 

this case the film is on the surface of the substrate, and then it can be 
measured or absorbance, or transmittance and also reflectance. 

 We can to observe a fast increasing in the absorption as we decrease the 
wavelength, in our study range, but an appropriate data treatment and some 
theoretical assumptions typical, allows us to obtain the energy band gap. 

Using the fact that the ZnO is a direct bandgap semiconductor, it is 
possible to calculate the Energy bandgap (Eg) by using the optical 
absorption data. In the Fig. 5a) the absorption data were treated and the 
Energy Band Gap was Eg=3.3 eV. 

Using Auger spectroscopy we get the Fig. 5b) where it is shown the 
presence of oxygen, zinc and carbon. It is considered that carbon is found 
as an environmental contaminant since CO2 it is absorbed by the film. This 
confirms that DBQ is a very clean technique or selective, since it does not 
have other types of elements in the reagents. 
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Fig. 5. a) Plot for the energy band gap calculations of our ZnO Thin Film on a 
glass substrate. Eg=3.3 eV. b) Detection of some chemical elements by Auger 
spectroscopy of our Zinc Oxide Thin Film on a glass substrate. 

From the Raman spectroscopy pattern seen in the Fig. 6a), it is possible 
to observe a wide band between 540-600 cm-1, such has been reported as 
corresponding to the signal 570-580 cm-1 of ZnO, with hexagonal structure 
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[15]. This broad band can be produced by the phonons A1 (LO) to 574 cm-1 
and / or phonons E1 (LO) to 583 cm-1. 
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Fig. 6. a) Raman shift of our ZnO thin film. It is corresponding with previous 
reported on literature. b) SEM micrograph of our Zinc Oxide Thin Film on a glass 
substrate.  

 
The Fig. 6b) shows the surface morphology obtained by SEM, which 

shows a uniform surface of the ZnO films. This material does not grow 
forming isolated aggregates; it can be observed a regular distribution of a 
kind of disordered cylinders with lengths between 0.5-1.0 µm. 

52.4 Conclusion 

Were obtained monoliths containing immersed nanoparticles of ZnO 
and also were obtained polycrystalline ZnO thin films deposited on 
Corning glass microscope slides substrates 

 The obtained glasses containing ZnO by the sol-gel technique were 
grown from TEOS as precursor, we think it is formed a porous or 
reticulated vitreous matrix containing ZnO nanoparticles in its pores. The 
glasses were amorphous, with stretching vibration of Zn-O and 
characteristic vibrations of Si-O-Si. So, the Raman spectrum identified the 
groups ZnO and SiO2. ZnO films were obtained by DBQ adjusting the 
reaction temperature to T1 = 75oC during 25 minutes and to T2 =85oC 
during 60 minutes, in the same reaction, such films are white color, exhibit 
not so good adherence to the substrate, are homogeneous enough, and are 
opaque’s. These ZnO films were polycrystalline, its crystallites or grains 
have hexagonal structure, its estimated grain size was ~ 20 nm, the energy 
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gap was 3.3 eV and its thickness was about 1000 nm. The results obtained 
in this study are important given their potential implications for 
technological applications [16-19]. 
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