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Abstract: - This work explores an approach for obtaining three-dimensional scene representation by using optical 
and ultrasonic information. It combines a set of three-dimensional data obtained by air-transmission ultrasonic 
sensors, using the echo-pulse method, with a set of three-dimensional data captured by stereo vision or active 
triangulation techniques. Both data sets are 3D point clouds which are fused in order to get a hybrid depth map 
with three-dimensional information about the scene of interest. Because hybrid images contain not only visual 
information but also ultrasonic information they can be useful for scenarios with poor illumination, with special 
optical properties or even with transparent elements. 
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1   Introduction 
At the end of eighties and beginning of nineties, on 
parallel with the electronics and informatics progress, 
using ultrasounds in medical applications became 
very common. At same time, ultrasounds were used 
in control systems and automatic systems as 
presence-distance sensors, also in materials testing, 
quality control and new applications, such as object 
recognition. Numerous researchers [1], [2], [3], [4], 
[5], [6] were attracted by the construction simplicity 
and its low cost and they tried to explore all the 
possible capacities of this type of sensors for object 
recognition applications, an fundamental activity in 
robotics and automation fields. More recently, some 
authors begin to talk about acoustic vision [7] and 
three-dimensional ultrasonic images [8], [9] [10], 
[11], [12], [13] starting to introduce some acoustic 
image processing with artificial intelligence 
techniques, especially fuzzy logic [14], [15]. 
Nowadays, however, it is not usual to fuse the 
information provided by both technologies 
(ultrasound and optics) in order to enhance the three-
dimensional information, obtaining new 3D visual 
data.  
So, this work explores possibilities for three-
dimensional surface reconstruction by using a 
combination of artificial vision and ultrasonic vision 
on air. This could be of special interest for 
applications that require (due to object’s 
transparency, smoke presence, lack of illumination, 
etc.) to use both technologies to retrieve the scene. 
Using ultrasonic arrays and a scan of the scene it is 
possible to obtain range ultra-sonic images by means 
of triangulation techniques. In some situations it is 

also possible to calculate coordinates of the contact 
point (echo with the scene), obtaining an ultrasonic 
image with a better approximation (but still with a 
high uncertainty). On the other hand, information 
about the scene will be captured by using artificial 
vision cameras. This could be done by stereoscopic 
vision or by active triangulation. 
 
 
2   3D Optical Visual Information 
In order to obtain visual information from the scene, 
a 3D vision system has been developed. It is able to 
obtain three-dimensional data by using both stereo 
configuration methods and active triangulation 
methods. As it is shown in figure 1, two CCD 
cameras are arranged fixed in opposite sides of the 
scene while a linear guide shifts a laser projector that 
sweeps along the objects. Subsequently, the images 
acquired by both cameras are processed by a 
computer in order to make a 3D reconstruction. 

Fig. 1. Three-dimensional artificial vision system 
arrangement. 
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As can be seen in figure 1, the cameras are separated 
by a distance b, in such a way that the disparity 
produced between their respective images can be 
used to recover 3D data as a stereo configuration 
does. In addition, since it is used a laser plane, whose 
position and orientation are known by calibration, 
those points that are only seen by either one or other 
camera can be recovered by active triangulation. 
 
Accordingly, 3D points can be obtained by two 
reconstruction methods: stereo triangulation (ST) and 
active triangulation (AT). Hence, there will be three 
sets of points (ST, AT with left camera and AT with 
right camera) that will be referred to the same 
coordinate system, as it is shown in figure 1. 
 
 
2.1 Calibration 
In order to recover 3D data will be necessary to 
accomplish a complete system calibration. Since the 
cameras are fixed elements whereas the laser plane is 
mobile, both will be calibrated apart though taking 
into account that the results are consistent between 
them. For this purpose, the same templates are used 
to calibrate both laser and cameras. 
On the one hand, the software we have developed 
allows performing the camera calibration, also 
regarding lens distortions, in a semiautomatic way. 
On the other hand, the laser plane must be parallel to 
the YZ plane (see Fig.1). With this aim, a cross-line 
projection head is used to adjust and align the laser 
projection with the templates. 
 
 
2.2 Three-Dimensional Reconstruction 
When the system calibration has been completed, two 
projection matrices, Ml (relative to the left camera) 
and Mr (relative to the right camera), will be 
available. 
In the following subsections, the two methods that 
have been used to reconstruct the scene are reviewed 
[16]. 
 
2.2.1   Stereo triangulation case  
First of all, the corresponding points between a pair 
of images (stereo pair) have to be obtained. This 
correspondence is carried out by means of epipolar 
lines; therefore, for each image point (ul , vl) there 
will be a corresponding point in the other camera (ur , 
vr). Hence, the 3D point searched for will be 
calculated by equation (1), where mkl and mkr are the 
kth rows of the matrix Ml (left camera) and Mr (right 
cam-era) respectively. 
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The solution to this equation will be the 3D point that 
minimizes. This is given by the eigenvector of least 
eigenvalue of )( AAT ⋅ . 
 
 
2.2.2   Stereo triangulation case  
As it can be inferred from the figure 1, the laser plane 
equation has to be x=d. Therefore, the unknowns to 
be solved are: y, z, α. Accordingly, in order to 
calculate the 3D point by AT, the following 
expression, valid for both cameras, has to be used: 
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Solving for the coordinate vector c results in 
 

( )DBAc ⋅⋅= −1    (4) 
The matrix A is formed from the second and third 
columns of M, with opposite sign, and from the 
coordinates of the image point (u,v); whereas the 
matrix B (3x2) is formed from the first and fourth 
columns of M.  
The image points are obtained by an algorithm that 
calculates, with sub-pixel precision, the maxima of 
the laser-stripe intensity profiles. The peak location is 
achieved by applying the Blais-Rioux filter as is 
indicated in [17]. 
 
3   3D Ultrasound Information 
 
3.1 Ultrasonic Emission and reception 
The whole system is based on travel time 
measurement for ultrasonic signals when they are 
used with the echo-signal method 
From [18] and [19] it can be seen that for a flat and 
disk-shaped ultrasonic emitter such of figure 2, the 
pressure field generated for a point b, is given by: 
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where c is the wave velocity, k is the wave-number, t 
is the time in seconds, w is the sensor frequency and 
ρo is the air density at 20 Celsius degrees 
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Fig. 2. Disk-Shaped ultrasonic emitter 
 
It can be simplified to obtain the pressure at any point 
on the axis, in this way: 
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Expression (6) permits the definition of two well-
known zones: The near field (Fresnel zone) and the 
far field (Fraunhofer zone), see (Krautkramer and 
Krautkramer, 1990). In the far field zone, the wave 
front tends to take a curved shape inside a cone, 
defined by the directional term: 
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Drawing expression (7) on a polar graph the form of 
the emitted beam can be seen, see figure 3 
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Fig. 3. Beam shape for a circular ultrasonic emitter 
 
Visual information provided by an ultrasonic sensor 
is function of both sensor characteristics (beam angle, 
frequency, attenuation, emitter-receiver distance, etc.) 
and focused-object characteristics (object-sensor 
distance, shape, rough, etc.).  
From several articles [9], [13] and many previous 
experiments, it has been high-lighted that the main 
information about the focused object is not in the 
carrier signal but in its envelope. Therefore, the 
signal coming from the receiver, see figure 4, has 

been rectified and digitally filtered with a third order 
Butterworth low-pass filter. It has been designed for a 
cut-off frequency of 1 kHz in order to obtain the 
envelope of the incoming signal. In this way, the 
number of data to work with is reduced with no 
significant information losses.  

 
Fig. 4. Echo Signal received. 
 
3.2 Ultrasonic information 
Time of flight is the main information provided for 
the echo signal. It can be used directly as distance 
measurement without taken into account the aperture 
of ultrasonic lobe. However, this could produce 
measurement errors. Also, in order to reduce the 
errors motivated by the lobe width, a triangulation 
process could be carried out for obtaining the real 
object-echo contact point coordinates. 

 
Fig. 5. Echo-object contact points calculated by 
triangulation for flat surface.  
 
For example, figure 5 shows the real echo-object 
contact points for a flat surface, with a Receiver-
Emitter-Receiver ultrasonic structure, and with an 
angle from -45º to +45º.  
However, there is much more information on the 
echoes, such as the number of lobes in the envelope, 
the energy below the envelope and the energy below 
each lobe could be also important, etc.  
For example, defining the energy of the signal as:  

∫ ⋅=
∞→

T

t
dttxE

0

2 )(lim    (8) 

It is possible to obtain the normalized energy below 
the envelope as figure 6 shows. 
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Fig. 6. Normalized energy below the echo signal envelope 
as function of the sensors separation, with a R-E-R 
structure, for angles from -45º to +45º. 
 
These curves can be fitted to a Gaussian one: 
       (9) 
 
Table I shows the parameters to fit the normalized 
energy to a Gaussian function for different distances 
between sensors and for several gaps between sensors 
an object. This information can be used to 
discriminate the angle between the object and the 
sensors. It is clear that time of flight is not the only 
information on the echo signal, and it can be useful to 
get more information about the object’s surface.  
 
3.3 Ultrasonic image obtained 
By using the time of flight of the echo signal, it is 
possible to obtain a depth map from the scene. 
Different configurations of sensors are suitable for 
obtaining this three-dimensional information. The 
simplest one is a configuration with only one 
transducer working as emitter and receiver. Other 
common configuration is composed by a transducer  

Table I. Parameters to fit the normalized energy below the 
echo signal envelope to a Gaussian Curve for several 
object-sensors distances and gaps between sensors. 

working as emitter and other transducer working as 
receiver. Besides, with combinations of emitter-
receiver pairs it is possible, under specific conditions, 
to use triangulation in order to estimate the contact 
point of the echo signal with the scene, as it was 
indicated in paragraph 3.2. In this work, an industrial 
robot has been used for scanning the scene of interest. 
Besides, a rectangular array structure with an emitter 
at the centre and eight receivers have been used 

 
Fig. 7. Flat real specimen 
 

 
Fig. 8. 3D representation obtained as a cloud of 3D points 
by using ultrasounds. Axes are in mm 
 
3.3 Ultrasonic image processing 
Once the cloud of 3D points captured by ultrasounds 
is available it is necessary to process this information 
for improving its quality. It would be a good deal to 
use the powerful algorithms developed for artificial 
vision images to process the three-dimensional 
ultrasound images. Therefore, a solution is to 
transform the three-dimensional data into a gray-scale 
image. This can be done by using a linear trans-
formation to map the depth of the 3D points into 
gray-scale levels. In order to obtain correct results, a 
convenient resolution should be chosen. Also, it 
could be convenient to use a three-dimensional 
interpolation for increasing the definition before the 
transformation to a gray-scale image. See figure 9. 

( )22)(exp cbaEnorm −−⋅= θ
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Fig. 9. Results obtained for the real specimen of figure 7 
after a three-dimensional interpolation with the nearest 
method, and a gray-level representation of the previous 
interpolated three-dimensional image. Axes are in mm 
 
Once the transformation from 3D ultrasound image to 
gray-scale image is carried out, it is possible to apply 
powerful algorithms developed for images obtained 
by artificial vision cameras, such as Gaussian 
filtering, unsharp filtering, threshold filtering, Hough 
transform, etc.  
 
So, it is possible to process the image presented in 
figure 7 and to get different results, such as those 
presented in figure 10. So it is clear that transforming 
the three-dimensional ultrasonic data into a gray-level 
image permits to use powerful algorithms developed 
initially for artificial vision and, therefore, to increase 
the possibilities for the ultrasonic image 
 
 
4   Hybrid Images 
 
Optical-ultrasound hybrid images are obtained by 
combination of two images from the same scene. 
 
 

 
Fig. 10. Results obtained after edge detection by using 
Hough transform and its 3D representation. Axes in mm. 

A 3D image is captured with artificial vision cameras 
by using three-dimensional techniques (stereo vision 
or active triangulation) and the other 3D image is 
obtained with ultrasonic sensors through a scene’s 
scanning process.  
 
In order to fuse images from both technologies, it is 
necessary to use the same reference frame and for 
this, to estimate the transformation matrix between 
the camera frame and the reference frame and the 
transformation matrix between the ultrasonic sensor 
frame and the reference frame. These matrices are 
calculated during the calibration process.  
 
Figures 11, 12 and 13 show the three-dimensional 
data captured by artificial vision with active 
triangulation technique, the three-dimensional data 
captured by ultrasounds after a filtering process, and 
the fusion of both images, that is, a hybrid image. 
This image is made of data obtained from both 
techniques, that is, ultrasounds and artificial vision. 
Besides, all of these data have been captured for the 
real specimen from figure 7. 
 
 

 
Fig. 11. Results obtained for the real specimen of figure 7. 
Data captured with three-dimensional artificial vision. 
Axes are in mm. 
 
 

 
Fig. 12. Results obtained for the real specimen of figure 7. 
Ultrasonic three-dimensional data after a three-dimensional 
interpolation with the nearest method. Axes are in mm 
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Fig. 13. The hybrid image. Axes are in mm. 
 
 
4   Conclusions 
 
It has been analyzed the possibility of collaboration 
between two technologies, that is, ultrasounds and 
artificial vision, in order to obtain three-dimensional 
information. It has been proved that three-
dimensional ultrasonic information can be 
transformed on a gray-level image. Besides, under 
these conditions is possible to use powerful 
processing algorithms already developed for image 
processing. Also, three-dimensional information 
captured by artificial vision and ultrasound 
techniques can be fused to obtain more information 
about the scene analyzed. Hybrid images could be 
interesting for three-dimensional applications that 
include transparent objects or poor illumination 
conditions. 
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