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“Bánki Dońat” Faculty of
Mechanical & Safety Engineering

Institute of Materials Sciences
& Manufacturing Technologies
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Abstract: One of the most sophisticated classical robot controller, the“Slotine-Li Adaptive Controller” is con-
structed on the basis of exact knowledge on the form of the equations of motion of the system under control, and
on the application of“Lyapunov’s2nd Method”. This generic technique makes it possible to guarantee the stability
of the controlled system using only simple estimations without having any detailed knowledge on its motion that is
a great advantage. However, in the application of this elegant technique the main problem is the proper construc-
tion of the Lyapunov function. Formal elegance usually has the price of limitations in the applicable trajectory
tracking policy and in the presence of a huge number of the constant control parameters to be determined in the
commencement of the controller’s operation. In the here presented approach the controller invented by Slotine and
Li is modified in two steps: the first step modifies the original Lyapunov function, the second one –as an addition–
modifies the parameter tuning by utilizing the information encoded in the equations of motion for which no any
Lyapunov function is needed. The advantage is the limitation in the number of the fixed control parameters, and
possibility for faster parameter tuning. The modified controller’s operation is compared with that of a simple adap-
tive technique using locally convergent Cauchy sequences in iterative learning via simulation for a simple Classical
Mechanical System as a paradigm.

Key–Words:Adaptive Control, Slotine–Li Adaptive Controller, Parameter Tuning, Iterative Learning, Cauchy Se-
quences

1 Introduction

In this paper possible improvements of the most so-
phisticated classical controller, the“Slotine-Li Adap-
tive Controller” [1] based on the use offormally ex-
act, permanent, and completemodel withparameter
uncertaintiesis considered in comparison with a novel
adaptive approach applying onlypartial, incomplete,
temporal, andsituation-dependentmodel that requires
continuous refreshment via observing the behavior of
the controlled system in the actual situation. It will be
shown how simple geometric considerations can be
used for developing iterative learning control. It will
also be shown that in the case of the novel approach
the conditions of convergence normally can be satis-
fied by choosing very primitive initial system models
and roughly chosen control parameters on the basis of
simple geometric considerations.

It will be pointed out that while even the im-
proved Slotine–Li controller is applicable only for
learning linearly separable dynamical system param-
eters and normally it fails for the permanent pres-
ence of unknown external disturbances and linearly
non-separable (e.g. friction) parameters, the novel ap-
proach can well compensate the simultaneous effects
of these factors. In contrast to the traditional solutions
that normally guarantee global (asymptotic) stability
by using Lyapunov functions, the novel approach can
assure only local region of stability that in principle
can be left by the system’s state. To cope with this
problem areal time simulation toolhas been devel-
oped to study the robustness of the various controllers
against the variation of the adaptive control parame-
ters. The already achieved results will be exempli-
fied by simulation studies using the same paradigm.
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At first the original version and the suggested modi-
fication of the Slotine–Li controller will be detailed.
Following that the idea of the suggested novel method
will briefly be outlined. Finally comparative simula-
tion results will be provided for a particular nonlinear
system as a paradigm. The paper will be closed by
concluding remarks and list of references.

2 The Slotine–Li Controller and Its
Suggested Modifications

This control approach utilizes subtle details of the
Euler–Lagrange equations of motion that are not ob-
served/utilized in theAdaptive Inverse Dynamicsap-
proach [1], namely that the terms quadratic in the gen-
eralized velocity components are not independent of
the inertia matrix: they can be deduced from the in-
ertia matrix, and according to their special position
in the equations of motion they can be symmetrized.
In this approach the exerted generalized torque/force
components are constructed by the use of the actual
model as follows:

Q = Ĥ(q)v̇ + Ĉ(q, q̇)v + ĝ +KDr
e := qN − q, v := q̇N + Λe,
r := ė+ Λe, p̃ := p̂− p

Cij = 1
2

∑
z q̇z

(
−

∂Ĥzj

∂qi
+

∂Ĥij

∂qz
+ ∂Ĥiz

∂qj

)

Q = Y (q, q̇, v, v̇)p̂+KDr

(1)

in which qN and q denote the generalized co–
ordinates of thenominaland theactual motion,KD

andΛ are symmetric positive definite matrices, ma-
tricesĤ, Ĉ, and ĝ are the actual models of the sys-
tem’s inertia matrix, the Coriolis, and the gravita-
tional terms. The possession of the exact form of the
dynamical model makes it possible to linearly sepa-
rate the system’s dynamic parametersp in the expres-
sion of the physically interpretedgeneralized forces
Q by the use of matrixY that exclusively consists of
known kinematical data. The Lyapunov function of
this method isV = rTHr + p̃T Γp̃, with positive def-
inite symmetric matrixΓ. For guaranteeing negative
derivative of the Lyapunov function theskew symme-
try of the Cij matrix and the parameter tuning rule
˙̂p = Γ−1Y T r are utilized. Since in this approach no
matrix inversion happens, the speed of parameter tun-
ing can be far higher that that of the Adaptive Inverse
Dynamics Control [1]. However, this method cannot
properly compensate the effects of unknown external
disturbances and friction forces. As a kind of defi-
ciency of the method is the fact that it does not con-
tain integrated term in its feedback that usually is very

efficient remedy against small, slowly varying but al-
most permanent tracking error. In the next subsection
a modification will be proposed by the use of which
integrated feedback term can be added to this control.

2.1 Modified Slotine–Li Controller with In-
tegrated Error-feedback

For making small, slowly varying tracking errors de-
cay the appropriate quantity to be monitored used to
be the integral of the errorz :=

∫ t
0 e(τ)dτ . By the use

of a symmetric positive definite matrixΛ first order
integro–differential equation can be obtained for the
error as follows

r̆ :=

(
d

dt
+ Λ

)2

z = z̈ + 2Λż + Λ2z = 0 (2)

that could guarantee the exponential decay of the in-
tegral of the errorz, and according toBarbalat’s
Lemma,for uniformly continuous functione(t) this
means thate(t) → 0 as t → ∞. Equation (2) sug-
gests to modify (1) as follows:

Q = Ĥ(q) ˙̆v + Ĉ(q, q̇)v̆ + ĝ +KDr̆
v̆ := q̇N + 2Λż + Λ2z

Q = Y̆ (q, q̇, v̆, ˙̆v)p̂+KDr̆

(3)

in which Y̆ also is completely known in each instant.
As in the case of theoriginal Slotine–Li Controller,
we can assume, that the so exertedQ is the only agent
that influences the state propagation of the system so
we can state that

Ĥ(q) ˙̆v + Ĉ(q, q̇)v̆ + ĝ +KDr̆ = Hq̈ +Cq̇ + g (4)

in whichH, C andg are the “exact” terms. Via sub-
tractingH ˙̆v, Cv̆, KDr̆, andg from both sides we ob-
tain that

(Ĥ −H) ˙̆v + (Ĉ − C)v̆ + ĝ − g =

= −KDr̆ −H ˙̆r − Cr̆

Y̆ (p̂− p) = −KDr̆ −H ˙̆r − Cr̆.

(5)

Let the new Lyapunov function bĕV := r̆THr̆ +
p̃T Γp̃. Its time–derivative evidently is (due to sym-

metry reasons)˙̆V = 2r̆TH ˙̆r+ 2p̃T Γ˙̃p+ r̆T Ḣr̆. From
(5) it is possible to substitute hereH ˙̆r and the terms
quadratic in̆r can be selected, and negative derivative
has to be prescribed as:
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˙̆
V = r̆T

[
Ḣ − 2C

]
r̆ − 2r̆TKDr̆+

+2p̃
[
Γ˙̃p− Y̆ T r̆

]
< 0.

(6)

As in the original case, due to symmetry reasons
r̆T

[
Ḣ − 2C

]
r̆ = 0, the2nd in the LHS is negative,

and for the modified parameter tuning we obtain the
rule ˙̂p = Γ−1Y̆ T r̆. Sincer̆ contains the integral of
the tracking error it is expected that the present mod-
ification yields better trajectory tracking even in its
“learning phase” than the original version. For this
purpose simulation investigations will be made in the
appropriate section of the paper. In the sequel it will
be investigated if it is really significant to apply any
Lyapunov function for tuning purposes.

2.2 Dropping the Lyapunov Function: Other
Possibility for Tuning Parameters

It can be observed that the above manipulations lead
to the direction of using a Lyapunov function. On the
other hand we can obtain information on the actual
modeling errors by subtractinĝHq̈, Ĉq̇ instead ofH ˙̆v,
Cv̆, and subtractinĝg from both sides. In this manner
r̆, and ˙̆r will appear in the equations:

Ĥ ˙̆r + Ĉr̆ +KDr̆ =

= (H − Ĥ)q̈ + (C − Ĉ)q̇ + g − ĝ =
= Υ(q, q̇, q̈)(p− p̂)

(7)

whereΥ(q, q̇, q̈) is also well known, furthermore the
LHS of (7) also is known.As a consequence it can be
stated that while the exerted generalized forces re-
main the same as in the case of the modified Lya-
punov function in (3), we have satisfactory informa-
tion for parameter tuning without applying any Lya-
punov function.Via applying theSingular Value De-
composition (SVD)on Υ asΥ = UDV T in which
U andV are orthogonal matrices of appropriate sizes
andD is diagonal with decreasing positive singular
values in the main diagonal, with a positiveγ > 0
value fast parameter–tuning can be prescribed as˙̂p =

−γV D+UT
[
Ĥ ˙̆r + Ĉr̆ +KDr̆

]
in whichD+

ij = 1
Dji

if Dji > ε, otherwiseD+
ij = 0. This corresponds

to the application of a kind of pseudo–inverse ofΥ.
From our application point of view SVD is excellent
mathematical method by the use of which theingress
and egress spacesof a real linear map can be de-
composed topairwisely orthogonal unit vectorsthat
are related to each other by nonzero singular values
[2], [3]. The bigger the appropriate singular value
is the more significant the appropriate directions in

the input and the output spaces are in the given map.
Zero singular value means that the appropriate direc-
tions do not take part in the map at all. This sim-
ple geometric interpretability makes SVD an attrac-
tive tool in various applications. Due to the associa-
tive nature of the matrix product the elements of the
columnUT

[
Ĥ ˙̆r + Ĉr̆ +KDr̆

]
can be considered at

first. They correspond to the components of available
information with respect to the orthonormal system of
coordinates determined by the columns ofU . In the
approximation only those columns (unit vectors) are
taken into account that have limited but considerable
contribution to parameter tuning. The columns of the
matrix V D+ are pairwisely orthogonal and they are
“big” if in the appropriate direction too much varia-
tion of the parameters would be needed for achiev-
ing observable effect in the available information. For
keeping the speed of tuning at bay the dangerous or
almost singular contributions are excluded from the
tuning process.

3 The Excitation – Response Scheme
and Fixed Point Transformations

Each control task can be formulated by using the con-
cepts of the appropriate“excitation” Q of the con-
trolled system to which it is expected to respond by
some prescribed or“desired response”rd. The appro-
priate excitation can be computed by the use of some
inverse dynamic modelQ = ϕ(rd). Since normally
this inverse model is neither complete nor exact, the
actual response determined by the system’s dynam-
ics, ψ, results in arealized responserr that differs
from the desired one:rr ≡ ψ(ϕ(rd)) ≡ f(rd) 6= rd.
It is worth noting that the functionsϕ() andψ() may
contain various hidden parameters that partly corre-
spond to the dynamic model of the system, and partly
pertain to unknown external dynamic forces acting on
it. Due to phenomenological reasons the controller
can manipulate or “deform” the input value fromrd

so thatrr ≡ ψ(rd
∗
). The main idea is that via the in-

troduction of an iterative process asrn+1 = Ψ(rn; rd)
the solution of the problem can be found asrn → r∗.
If the iteration is convergent and this convergence is
fast enough the solution can practically well approx-
imated. In the sequel it will be shown that forSISO
systems the appropriate deformation can be defined
as someParametric Fixed Point Transformation.

3.1 Iteration Using Robust Fixed Point
Transformations

Consider the iteration generated by some function as
xn+1 = G(xn;xd). In order to apply iterations let
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us consider the set of the real numbersℜ as a lin-
ear normed space with the common addition and mul-
tiplication with real numbers, and with the absolute
value| • | as a norm. It is well known that this space
is complete, i.e. it is aBanach Spacein which the
Cauchy Sequencesare convergent. Due to that, us-
ing the norm–inequality, for a convergent iterative se-
quencexn → x∗ it is obtained that

|G(x∗) − x∗| ≤ |G(x∗) − xn| + |xn − x∗| =
= |G(x∗) −G(xn−1)| + |xn − x∗|.

(8)

It is evident from (8) that ifG is continuous then the
desired fixed point is found by this iteration because
in the right hand side of (8) both terms converge to0
asxn → x∗. The next question is giving the necessary
or at least asatisfactory condition of this convergence.
It also is evident that for this purpose contractivity of
G(•), i.e. the property that|G(a)−G(b)| ≤ K|a− b|
with 0 ≤ K < 1 is satisfactory since it leads to a
Cauchy Sequence(|xn+L − xn| → 0 ∀L ∈ N):

|xn+L − xn| = |G(xn+L−1) −G(xn−1)| ≤ ...
≤ Kn|xL − x0| → 0 as n→ ∞

(9)
For the role of functionG(x;xd) a novel fixed point
transformation was introduced in [4] that is rather “ro-
bust” as far as the dependence of the resulting function
on the behavior off(•) is concerned (10). This ro-
bustness can approximately be investigated by the use
of an affine approximation off(x) in the vicinity of
x⋆ and it is the consequence of the strong nonlinear
saturation of the sigmoid functiontanh(x):

G(x|xd) := (x+K)×[
1 +B tanh(A[f(x) − xd])

]
−K

iff(x⋆) = xd then
G(x⋆|x

d) = x⋆

G(−K|xd) = −K,
G(x⋆|x

d)′ = (x⋆ +K)ABf ′(x⋆) + 1.

(10)

It is evident that the transformation defined in (10)
has a proper (x⋆) and a false (−K) fixed point,
but by properly manipulating the control parameters
A, B, andK the good fixed point can be located
within its basin of attraction, and the requirement of
|G′(x⋆|x

d)| < 1 can be guaranteed. This means that
the iteration can have considerable speed of conver-
gence even nearbyx⋆, and the strongly saturatedtanh
function can make it more robust in its vicinity, that
is the properties off(x) have less influence on the
behavior ofG. It is not difficult to show that in the

case ofSingle Input – Single Output (SISO)systems
the G(x|xd) functions can realize contractive map-
ping aroundx⋆. Qualitatively it can be stated that a
small value of the parameterA opens a wide “win-
dow” in the vicinity of the realized response, while
parameterK can yield an additional shift to speed
up the tuning. Practically these parameters can be set
via simulations: by the use of a simple PID-type con-
troller one can observe the order of magnitude of the
desired and simulated responses, andA andK can be
set accordingly.

A simple possibility for applying the same idea of
adaptivity outlined in (10) forMultiple Input – Mul-
tiple Output Systemsis the application of a sigmoid
function projected to the direction of the response-
error defined in thenth control cycle as~h := ~f(~xn)−

~xd, ~e := ~h/||~h||, B̃ = σ(A||~h||), so that

~xn+1 = (1 + B̃)~xn + B̃K~e. (11)

(If ||~h|| is very small, instead of normalizing with it
the approximation~xn+1 = ~xn can be applied since
then the system already is in the very close vicinity
of the fixed point.) It can also be noted that instead
of the tanh function any sigmoidal function with the
property ofσ(0) = 0, e.g. σ(x) := x/(1 + |x|) can
be similarly applied, too.

It has be noted that within each control cycle only
one step can be executed in the iteration. If the adap-
tation is faster than the dynamics of the system to be
controlled appropriate result can be expected even in
this case, too. This approach is similar to the appli-
cation of“Cellular Neural Networks (CNN)”for im-
age processing. In relation to the operation of CNNs
the concept of“Complete Stability”can be introduced
that means that a static input picture is mapped to a
static output picture following a short dynamic tran-
sition of the physical state of the CNN. If the input
picture is not static but varies “slowly” in compari-
son with the “speed” of the CNN’s internal dynamics
varying picture is mapped to varying output [5]. In
spite of using a single step during one control cycle
from each point of view the improvement may be con-
siderable. In the next subsection simulation examples
are give for the use of the realization defined in (11).
In the sequel simulation examples will be presented.

4 Simulation Examples

In this part at first the dynamic model of the controlled
system as a paradigm is considered then a comparative
analysis of simulation results will be given.
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4.1 The Dynamic Model of the Cart–Beam–
Hamper System

It is assumed that a hamper can be rotated around its
mass center point with angleq2 [rad] at the end of
a beam of lengthL = 2 [m] and of negligible mass.
The beam can be rotated around a horizontal axis with
angleq1 [rad], and the whole cart can move along
the axisq3 [m]. The mass of the cart isM = 30
[kg], the hamper’s mass ism = 10 [kg], its mo-
mentum to its rotational axis isΘ = 20 [kg × m2].
Its Euler–Lagrange Equations of motion are given in
(12). The gravitational acceleration is assumed as
g = 10 [m/s2]. The appropriate“approximate model
parameters”areL̂ = 2 [m], M̂ = 60 [kg], m̂ = 20

[kg], Θ̂ = 20 [kgm2], andĝ = 8 [m/s2].




(ML2 + Θ) Θ mLcosq1
Θ Θ 0

mLcosq1 0 (m+M)






q̈1
q̈2
q̈3


 +

+




−mgLsinq1
0

−mLsinq1q̇
2
1


 =



Q1

Q2

Q3




(12)

The linearly separable parameters to be tuned are as
follows: p = [mL,mL2+Θ,Θ,m+M,mLg]T . Fur-
thermore it is assumed that along the axisq3 nonlin-
ear dynamic friction acts with the following LuGre-
type model in which the deformation of the“bristles”
of some“brushes” are applied to describe the “inter-
nal deformation” of the surfaces in dynamic contact
(a new degree of freedom denoted byz), so friction
is described as a dynamic coupling between two sys-
tems having their own equations of motion. Forz it is
given in (13) as

dz
dt = v − σ0|v|

FC+FS exp (−|v|/vs)
z

F = σ0z + σ1
dz
dt + Fv × v

(13)

for which the proper direction ofF has to be set in
the applications,σ0 describes some “spring constant”,
σ1 is a new parameter pertaining to the effect of the
bending bristles, andFv describes the viscous friction
coefficient,v is the relative velocity of the surfaces
in contact. (In the Slotine–Li picture the parameters
of this strongly nonlinear model cannot be separated
into the “parameter vector”, and friction appears as
unknown external disturbance.) The role of theFC ,
FS , andvs parameters is to describe the reduction of
the friction coefficient with increasing velocity in the
low velocity domain. This model is physically com-
plete in the sense that no any velocity limit of dubi-
ous interpretation must be introduced for its use to
declare the velocity to be “zero” in order to describe

the phenomenon of “sticking”. The behavior of the
whole system is described by the dynamic coupling
between the hidden internal and the observed degrees
of freedom. The appropriate quantities in (13) were
as follows:σ0 = 100 [N/m], σ1 = 1500 [N × s/m],
Fv = 1 [N/m], FC = 1000, FS = 2000 [N ], and
vs = 0.1 [m/s]. In spite of certain successful ef-
forts as reported e.g. in [6] the identification of the
parameters of the friction models is quite difficult in
general. Therefore it was assumed that the friction
is not known/not modeled by the controllers. To de-
scribe unknown external perturbations3rd order peri-
odic spline functions were fitted to randomly chosen
amplitude values to produce general smooth noise of
nonzero mean and wide frequency spectrum as addi-
tional force to that driving axisq3, i.e. an addition
to the generalized force componentQ3. We note that
in each simulation the finite element time–resolution
was 1ms.

4.2 Computational Results

Using theΛ = 10 s−1 KD = 100 the “ad hoc”
Γ = 0.01 < 1, 1, 1 > matrix based tuning,γ = 0.01
for the modified tuning it can be seen that the modi-
fications of the Slotine-Li method were step–by–step
improved in accuracy (Fig. 1). The SVD–based tun-
ing resulted in monotone variation of the tuned pa-
rameters while resisted to any speed increasing at-
tempt as the fluctuations in the control parameters
reveal it. However, the superior solution seems to
be the fixed point transformations based method with
Kctrl = −32000,Bctrl = 1, andActrl = 2 × 10−6.

To investigate the effect of friction it has been
switched on (Fig. 2). It has to be noted that the “mod-
ified Lyapunov function” was calculated with reduced
tuning speed(Γ = 0.1 < 1, 1, 1 >). As in the previ-
ous case, the best solution between the approaches is
that using modified tuning rule. However, the fixed
point transformations based solution is the superior
one, it almost completely compensates the effect of
friction. In general, the methods based on parameter
tuning are disturbed/fobbed/mislead by effects of the
linearly non–separable friction terms.

To investigate the simultaneous effects of model-
ing errors, not modeled friction effect and unknown
external disturbance drastic nonlinear external force
was added to the body of the cart (Fig. 3). It was cre-
ated by 3rd order spline functions fitted to randomly
selected points within a limited amplitude. Such a
noise is periodic, not necessarily has zero mean, and
normally could not be treated by Kalman–filter based
techniques. However, the fixed point transformations
based adaptive controller successfully can compen-
sate its effects. The other methods here numerically
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Figure 1: The controlled motion without external dis-
turbances and without friction, according to rows: the
original method, the method with modified Lyapunov
function, the method with SVD-based tuning, and
the Adaptive Fixed Point Transformation (LHS: phase
trajectories, RHS: the tuned parameters and the tra-
jectories for the Adaptive Fixed Point Transformation
based method)

  

  

  

  

Figure 2: The controlled motion without external dis-
turbances and with friction, according to rows: the
original method, the method with modified Lyapunov
function, the method with SVD-based tuning, and
the Adaptive Fixed Point Transformation (LHS: phase
trajectories, RHS: the tuned parameters and the tra-
jectories for the Adaptive Fixed Point Transformation
based method)
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Figure 3: Comparison of the non-adaptive and the
Adaptive Fixed Point Transformation–controlled mo-
tion with external disturbances and friction: 1st row:
non-adaptive case, 2nd row: adaptive case; 3rd row
LHS: friction force for the non-adaptive case, RHS:
for the adaptive case

investigated are so sensitive to the not modeled and
unknown disturbance that it did not make sense to run
simulations for them.

5 Conclusion

In this paper two plausible modification was proposed
for the traditional adaptive controller developed by
Slotine and Li. At first the Lyapunov function was
modified with the aim of introducing integrated track-
ing error feedback to the equations of motion. It
was found that this modification improved the pre-
cision of trajectory tracking and showed some sen-
sitivity to the speed of parameter tuning. Actually
it required slower tuning than the original approach.
In the next step, on the basis of formal manipula-
tions, it was shown that the information needed for
proper parameter–tuning not necessarily has to orig-
inate from a prescribed negative derivative of a Lya-
punov function. While exerting the generalized driv-
ing forces in a manner quite similar to that of the mod-
ified Lyapunov function based case, an SVD–based
tuning was proposed that was sensitive to the “direc-
tion of tuning”. It was found via simulations, that this
latter solution resulted in more precise tracking and

more quiet parameter tuning than the original and the
modified, but still Lyapunov function based technique.

It also was confirmed by the simulations, that ac-
cording to the theoretical expectations the parameter–
tuning based methods are sensitive to the presence
of external disturbances and the existence of un-
known but dynamically coupled subsystems. For
tackling such problems “robust fixed point transfor-
mation based” controller was proposed. It was found
to be superior in comparison with the other methods.
However, this latter approach has the deficiency that
it cannot guarantee global stability. Since it oper-
ates on the basis of local basins of attractions artifi-
cially created for certain iteration, in principle it can
quit the region of convergence of the appropriate it-
eration. Therefore any practical use of this approach
needs careful numerical simulations.
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